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Preface

These notes are designed to provide a structured and comprehensive understanding of the
course content. They will cover key topics, concepts, and computational techniques that are
fundamental to numerical analysis of partial differential equations. Please note that this is the
first iteration (Version 0.0.1) of the notes and hence there is a chance that some of the content
is incorrect. If you find some flaws, please email me at abhinav. jha@iitgn.ac.in.
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Chapter 1

Partial Differential Equations

In real life, many physical phenomena are governed by differential equations. From the steam
rising from your morning coffee to the spread of pollution in the air, these processes can often
be modeled using partial differential equations (PDEs).

e il |

Figure 1.1: Smoke coming out of an industrial chimney.

Let us consider a simple example. Imagine smoke rising from an industrial chimney (see
Fig. 1.1). What do you observe? First, the smoke is carried in the direction of the wind. Then,
it begins to disperse into the surrounding air. Finally, although not directly visible, chemical
reactions take place between the smoke and components of the atmosphere. The equation
that models such behavior is known as the convection—diffusion-reaction equation—one among
many PDEs used to describe natural phenomena.

The origin of differential calculus can be traced back to the foundational work of Isaac
Newton and Gottfried Wilhelm Leibniz. The study of PDEs, however, is typically credited to
Jean le Rond d’Alembert, who investigated the wave equation in the 18th century. Subsequent
major contributions came from Leonhard Euler, who formulated what are now called the Euler
equations for fluid dynamics.

This chapter provides a brief introduction to partial differential equations: how they are
derived, how they are classified, and what challenges arise when attempting to solve them ana-
lytically. For a deeper understanding, the reader is encouraged to consult textbooks dedicated
to this topic. Some recommended references include [8, 12].
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Figure 1.2: From left to right: Isaac Newton: 4 January 1643 — 31 March 1727, Gottfried
Wilhelm Leibniz: 1 July 1646 — 14 November 1716, Jean le Rond d’Alembert : 16 November
1717 — 29 October 1783, and Leonhard Euler : 15 April 1707 — 18 September 1783.

1.1 Heat Equation

Engineers and physicists are often interested in properties of materials that vary continuously
in space and time. Let x := (x,y, z) denote the spatial coordinates and ¢ denote time. One
fundamental concept in this context is that of conservation.

So, what is a conservation law? At its core, a conservation law is concerned with
tracking changes in a material property within a control volume V', which is enclosed by a
surface S. It relates the change of that property inside V to its production within the volume
and its flow across the boundary.

There are three key components involved in formulating a conservation law:
1. The quantity @ of the property per unit volume,

2. The rate F' at which the property is produced or destroyed (i.e., net production) per unit
volume, and

3. The net fluz of the property through the surface S, i.e., the flow of the property into or
out of the volume.

If g denotes the flux vector (i.e., flow rate per unit area) at a point inside V', then the
flux across the boundary at a point on S is given by q - n, where n is the outward unit normal
vector (see Fig. 1.3).

S

V — N
—
g-n

Figure 1.3: Flux vector g flowing through the boundary S enclosing volume V.

A conservation law can be succinctly stated as:

The rate of change of Q) inside the volume is equal to the net production within the
volume minus the net outward fluxz through its boundary.
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Mathematically, the conservation principle can be expressed as

%/‘/de:/‘/FdV—/Sq-ndS. (1.1)

Using the divergence theorem (also known as Gauss’s theorem), the surface integral can
be converted into a volume integral:

/q-ndS:/V-qu.
s 1%

Furthermore, if the control volume V' is fixed (i.e., independent of time), we can inter-
change the order of time differentiation and volume integration in the first term of Eq. (1.1),

yielding
/ <@+V~q—F> av =0,
v\ dt

where V - g denotes the divergence of the flux vector q.

Since V' is arbitrary, the integrand must vanish pointwise (see |13, Proposition 6.3.3|).
This gives the local form of the conservation law:

dQ
il .g=F. 1.2
7 +V.-q=F (1.2)

The quantities @, g, and F' generally depend on the unknown variable u (e.g., temper-
ature or concentration), the spatial position x, time ¢, and physical properties of the medium
such as conductivity or density.

We now turn to a classical example: the heat equation, where the quantity of interest
is temperature, denoted by u(t,x). Joseph Fourier is credited with the derivation and solution
of the heat equation, which he introduced in his 1822 work Théorie analytique de la chaleur.

Figure 1.4: Joseph Fourier: 21 March 1768 — 16 May 1830

Let C'(u) be the specific heat capacity, i.e., the amount of heat energy required to raise
the temperature of a unit mass by one degree. If v is a reference (or base) temperature, then
the thermal energy per unit mass is

E:/uC(u)du.

uo
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The thermal energy per unit volume is then pFE, where p is the material density. Thus,
the conserved quantity is

Q:pE:p/uC’(u)du.

uo
If p and C' are constant, this simplifies to

Q = pC(u — ugp).

The heat flux q is given by Fourier’s law:
q=—\Vu,

where A is the thermal conductivity—a material property that quantifies the ability to conduct
heat. The negative sign indicates that heat flows from regions of high temperature to low
temperature.

Assuming no other modes of heat transfer and letting F'(u,x,t) represent the internal
heat sources (or sinks) per unit volume, the energy conservation law (1.2) becomes

pCuy —V - (A\Vu) = F.

If X\ is constant, this further simplifies to the classical heat equation:
up — eAu = f, (1.3)

where the thermal diffusivity is ¢ = % and the source term is f = %
P P

We assume that Eq. (1.3) is posed over a spatial domain €2 with boundary I', and the
time variable ¢ ranges over the interval [0, 7).

The heat equation is not limited to thermal processes. Equations of the form (1.3) arise
in many other diffusive phenomena, such as chemical diffusion, pollutant dispersion, and image
smoothing.

1.1.1 Boundary Conditions

Another important aspect of a partial differential equation (PDE) is the specification of ap-
propriate boundary conditions. There are three major types of boundary conditions commonly
encountered in physical problems:

1. Dirichlet Boundary Condition Named after Peter Gustav Lejeune Dirichlet, this con-
dition prescribes the value of the solution itself on a portion of the boundary. In the
context of heat transfer, it specifies the temperature u(t,x) on a part of the boundary:

u=g, on(0,7)xp,
where I'p C I'. These are also referred to as essential boundary conditions.

10
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2. Neumann Boundary Condition Named after Carl Neumann, this condition prescribes
the heat flux across the boundary. It specifies the normal derivative of the solution on a

portion of the boundary:
ou

_a_n:g>

where I'y C I'. These are also called natural boundary conditions.

on (0,7) x I'x,

3. Robin Boundary Condition Named after Victor Gustav Robin, this condition models
convective heat exchange at the boundary according to Newton’s law of cooling. It is a
combination of Dirichlet and Neumann conditions:

g—z + h(u — Ueny) =0, on (0,7) x I'g,

where I'g C T', h is the heat transfer coefficient, and u.,, is the ambient temperature.

In addition to boundary conditions, an initial condition is required to fully determine
the solution. This specifies the state of the system at the initial time ¢ = 0:

u(0,x) = up(x), for x € Q.

Figure 1.5: Peter Gustav Lejeune Dirichlet : 13 February 1805 — 5 May 1859 (left) and Carl
Neumann : 7 May 1832 — 27 March 1925 (right).

1.1.2 Poisson Equation

If the temperature remains constant in time, we obtain a special case of the heat equation:
—cAu=f, inQ, (1.4)

which is known as the Poisson equation. It is named after Siméon Denis Poisson, who published
it in 1823. When the source term vanishes, i.e., f(x) = 0, the equation reduces to the Laplace
equation, named after Pierre-Simon Laplace, who studied it in 1786.

Solutions to the Laplace equation are known as harmonic functions. These functions
play a central role in an area of mathematics known as harmonic analysis, which connects
PDEs with Fourier analysis, potential theory, and other fields.

The focus of this course will be on developing numerical methods for solving the Poisson
equation.

11
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Figure 1.6: Siméon Denis Poisson : 21 June 1781 — 25 April 1840 (left) and Pierre-Simon
Laplace : 23 March 1749 — 5 March 1827 (right).

1.1.3 Non-Dimensional Form

Until now, we have discussed PDEs from the perspective of engineers and physicists, deriving
equations based on physical laws. However, one important aspect we have not yet addressed is
the role of units or dimensions in these equations.

In the natural sciences, units play a fundamental role. The most widely used and
standardized unit system is the International System of Units (SI). For example, the SI unit
of energy is the joule. More fundamentally, the SI system is built upon seven base quantities,
each associated with a specific unit (see Table 1.1). Other units can be expressed in terms of
these base units. For instance, one joule is equivalent to kg m? s~2 in base units.

’ Symbol \ Name \ Base Quantity ‘

S second time

m metre length

kg kilogram mass

A ampere electric current

K kelvin | thermodynamic temperature
mol mole amount of substance

cd candela luminous intensity

Table 1.1: SI base units corresponding to the seven fundamental physical quantities.

We now examine whether the heat equation (1.3) is dimensionally consistent, i.e.,
whether all terms in the equation have the same physical units. From this point onward,
we restrict ourselves to the SI base unit system.

Recall that u(t,x) represents temperature, which is measured in kelvins (K). The ther-
mal diffusivity e = A\/(pC') is a material parameter composed of:

e Thermal conductivity A with units kg m s K1,
e Density p with units kg m=3,
-1

e Specific heat capacity C' with units m? s72 K

Thus, the thermal diffusivity € has units:
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The source term is given by f = F'/(pC'), where F' has units of heat generated per unit
volume per unit time: kg m~! s73. Consequently,
F

= — K s
f oC = s

On the left-hand side of the heat equation, the time derivative u, has units K s7t,
while the Laplacian Au has units K m~2, and multiplying it by ¢ yields K s~1. Therefore, all
three terms in the heat equation have consistent SI base units, confirming that the equation is
dimensionally valid.

In numerical analysis, it is often beneficial to work with a dimensionless form of the
equation. This allows for a formulation that is independent of measurement systems—for
example, temperature could be measured in either Kelvin or Celsius.

Let L, U, and T™ represent the characteristic length, temperature, and time scales of
the problem, respectively. We define the dimensionless variables (denoted by primes) as:

X =2 =2 y= t
LU T
Using the chain rule, the derivatives transform as:
U U
Uy = ﬁug,, Ay = ﬁAIUI'

Substituting these into the heat equation gives:

U U T
TT*UQ/ — sﬁA'u' =f, in (0, 77*) x €,

T* T* T
U;/ — €§A'u/ = Ff, n (O, ﬁ) X Q/,

where (' is the dimensionless spatial domain. Note that both 5%; and % f are dimensionless,
so all terms in the rescaled equation are nondimensional.

By abuse of notation, we drop the primes and obtain the dimensionless heat equation:
w—eAu=f, in (0,T) x Q,

where € and f are now interpreted as nondimensional parameters. A similar procedure can be
used to obtain the dimensionless form of the Poisson equation.

1.2 Classification of PDEs

After exploring the modeling and physical derivation of partial differential equations (PDEs),
we now shift to a more abstract and mathematical perspective. In this course, we are primarily
interested in a specific class of PDEs known as second-order partial differential equations. To
make this precise, we begin by defining the notion of the order of a PDE.

13
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Definition 1.1 (Order of a PDE). The order of a partial differential equation is
the order of the highest derivative of the unknown function appearing in the equation.
For example, if the highest derivative is a second derivative, such as 9*u/0x?, then the
equation is said to be of second order.

Second-order PDEs play a central role in modeling a wide range of physical phenomena.
These equations are broadly classified into three types: elliptic, parabolic, and hyperbolic.

Let Q C R? where d € N. A general linear second-order PDE can be written in the

form
d

Zaﬂk ) 0;0ku(x) + F(x,u, O, . ..,0qu) =0,

7,k=1
or equivalently,
V- (Ax)Vu) + F(x,u,du,...,05u) =0,

where A(x) = [a;,(x)] is a matrix-valued function defined on €.

If u(x) is sufficiently smooth, then by Schwarz’s theorem, the mixed second partial
derivatives commute: 0;0,u = 00ju. This allows us to assume that the coefficient matrix
A(x) is symmetric. Even if A(x) is not symmetric initially, we can rewrite the equation in
symmetric form:

d
Z ajr(x) 0;0ku(x) = Z ajr(x) 0;0ku + Z ajr(x) 0;0ku + Z a;;(x) 0j;u
Ji.k=1 i<k i>k j=1
= Zajk(x) ajaku+2ajk( ak(‘?u%—Zaﬂ dju
j<k >k j=1
= Z ajr(x) + ap;(x ))aaku—i—Za” Ojju
i<k j=1
d
=y (ajk(x);akj(x)) ;0 u(x).
k=1

Hence, without loss of generality, we may take A(x) to be symmetric. As a result, all
eigenvalues of A(x) are real.

The classification of a second-order PDE depends on the signs of the eigenvalues of the
matrix A(x). Let:

e o be the number of positive eigenvalues,
e 3 the number of negative eigenvalues,
e ~ the number of zero eigenvalues.

We say the PDE is of type («, 3,7), and classify it as:

14
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e Elliptic PDE : Type (d,0,0) or (0,d,0).
e Parabolic PDE : Type (d —1,0,1) or (0,d — 1,1).
e Hyperbolic PDE : Type (d —1,1,0) or (1,d — 1,0).

This matrix-based definition may be unfamiliar to those who have previously studied
PDEs only in two variables. To reconcile the two perspectives, consider the classical form of a

second-order PDE in two dimensions:

Aug, + Bugy + Cuyy + Duy, + Euy + Fu = G.

Focusing only on the second-order part, the associated coefficient matrix is:

o C
with determinant
B2
AC — —.
4

From linear algebra, the determinant of a 2 x 2 symmetric matrix equals the product
of its eigenvalues (see [18]). Therefore, the sign of the discriminant B> — 4AC determines the

PDE type:
e Elliptic if B> — 4AC < 0,

e Parabolic if B2 — 4AC = 0,
e Hyperbolic if B2 — 4AC > 0.

This classical definition coincides with the eigenvalue-based classification and extends

naturally to higher dimensions.

Examples:

e The Poisson equation is elliptic.
e The Heat equation is parabolic.

e The Wave equation is hyperbolic.

1.3 Analytical Solution to Elliptic PDEs

Until now, we have derived partial differential equations (PDEs), classified them, and discussed
various boundary conditions. We now turn to the important question of the ezistence and

uniqueness of solutions, followed by how such solutions can be computed.

Before presenting the main result, we introduce some useful notations and definitions.

15
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Definition 1.2 (Multi-Index). A d-dimensional multi-index is a tuple o =
(o, g, . .., g), where each o; € NU{0}. The corresponding partial derivative is defined

as
o

—.
Oxy"

. Q01 Qo2 % o

We denote the order by |a| = 327, a;.

Example 1.3. Let |a] =2 If d = 2 then a = (1,1),(2,0), and (0,2) and if d = 3 then
a = (1,1,0),(0,1,1),(1,0,1),(2,0,0), (0,2,0), and (0,0,2).

Definition 1.4 (Hélder Continuous Functions). Let € be an open subset of R,
0 <a<1,and k£ > 0 an integer. The space of Holder continuous functions is defined as

Ck,a(ﬁ) — {f c Ck<§) : sup |aﬂf(X> - 8ﬁf<Y)|

< oo for all multi-index 3 with |3| = k:] :
xZy€eQ |X - Y|a J

Remark 1.5. If a = 1 and k = 0, then C%!(Q2) corresponds to the space of Lipschitz continuous
functions. For a = 0 and k = 0, we recover the space of bounded continuous functions.

Remark 1.6. A domain  C R? is said to have a C* boundary if, near every boundary point,
the domain can be locally represented as the graph of a C*® function. Intuitively, when you
zoom in near any boundary point, the boundary looks smooth up to order k with Holder-
continuous derivatives of order k, and the domain lies entirely on one side of this surface.. For
example:

e The set Q = {(z,y) € R? : 4> > x} has a C""! boundary, since near each boundary point
the curve can be written as y = ++/x, whose first derivatives are Lipschitz continuous.

e In contrast, Q = {(x,y) € R? : y > |z|} does not have a C' boundary, because the
boundary y = |z| has a corner at the origin where the derivative does not exist.

Theorem 1.7 (Existence and Uniqueness of Solution [11, Theorem 6.14]). Let
Q C R? be a bounded domain with C>* boundary. Consider the elliptic boundary value
problem:

—eAu=f in(,

u=g onl.

If f € C*(Q) and g € C*>*(), then there exists a unique solution u € C*>*(Q).

Let us now consider some examples of the Poisson equation and their solutions:

1. On Q =[0,1] x [0, 1], with ¢ = 0 and
f(z,y) = 27? sin(nz) sin(7y),

16



MAG643 - Numerical Analysis of Partial Differential Equations Summer Semester 2025

the exact solution (see Fig. 1.7a) is

u(z,y) = sin(mx) sin(my).

2. On Q = {(z,y) : 2* + y* < 1} (the unit disk), with ¢ = 0 and f(z,y) = 4, the solution
(see Fig. 1.7b) in polar coordinates (r,6) is

u(r,0) =1 —1r%
3. On Q= [-1,1]?\[0,1] x [-1,0], with g = 0 and f(z,y) = 1, the problem does not admit

a classical solution. This is due to the re-entrant corner at (0,0) where the domain fails
to have a C*“ boundary.

u(x,y) = sin(wz) sin(ry) u(z,y)=1—a2—y?

(a) Solution on [0, 1]%. (b) Solution on the unit disk.

Figure 1.7: Solutions to the Poisson equation in two simple domains.

The first two examples can be solved analytically using the method of separation of
variables. In general, if a PDE admits a unique classical solution and the domain is regular
(e.g., a rectangle or a disk), then separation of variables can often be applied. However, this
approach fails for irregular domains such as that shown in Figure 1.8.

Figure 1.8: A domain 2 with smooth, curved boundary I'.

We observe that even for relatively simple domains, classical solutions may fail to exist.
For more complex domains, even when existence and uniqueness are guaranteed theoretically,
computing the solution explicitly can become intractable.

This leads us to two major motivations:
1. To reconsider and generalize the notion of a “solution” (e.g., to weak solutions).
2. To employ numerical methods to approximate solutions.

The next chapter will focus on Point 2: numerical methods. Point 1 will be revisited
later when we discuss the variational and weak formulations of PDEs.

17
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Chapter 2

Finite Difference Methods

In the previous chapter, we provided a general overview of partial differential equations (PDEs),
including their physical motivation, classification, boundary conditions, and the question of ex-
istence and uniqueness of classical solutions. We saw that analytical solutions are often limited
to highly idealized cases, and that even simple domains can present significant challenges. This
motivates the use of numerical methods, which will be the focus of this chapter.

We now turn our attention to the numerical solution of PDEs, specifically the Poisson
equation, which serves as a prototype for elliptic problems. This chapter will build on ideas
from the course MA637: Numerical Analysis and Computing, where we studied boundary
value problems in one dimension. In particular, we considered equations of the form

—y"(z) = f(x,y(2),y'(x),y"(z)), fora<xz<hb, (2.1)
with Dirichlet boundary conditions y(a) = a and y(b) = /5 (see |9, Chapter 11]).

The methods developed for such one-dimensional problems extend naturally to two-
dimensional settings. By the end of this chapter, we aim to understand how to discretize
elliptic PDEs using finite difference methods, how to incorporate various types of boundary
conditions, and how to analyze the resulting schemes in terms of consistency, stability, and
convergence. We will also address practical aspects of solving the resulting linear systems
efficiently.

2.1 Dirichlet Problem in Square Domain

We begin our study of numerical methods with the Poisson equation subject to Dirichlet bound-
ary conditions. The goal is to find u € C*(€2) such that

—Au = f in €,

u = g onl,

where 0 C R? is a domain with boundary T' := 99, and f € C(2), g € C(I'). We begin by
considering the case Q@ = (0,1) x (0, 1), which allows us to adapt ideas from finite difference
methods (FDM) for boundary value problems in one dimension, similar to Eq. (2.1).

19
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The first step in solving the Poisson equation is to discretize the domain 2 using a
uniform grid of size h x h where h = 1/M for some integer M. The internal grid points are
defined by

Qn =A{(xi,y)) : x; =1ih, y; =jh, i,j=1,2,..., M —1}.

We denote the boundary grid points by 9€2, and the complete set of grid points by Q, = Q,U0Q,
(see Fig. 2.1).

\
[4

Yj ° @) o

Figure 2.1: A uniform grid on the domain @ = (0,1) x (0,1). The white point represents an
interior grid node (i, j), and the black points are its four nearest neighbors used in the five-point
stencil.

Definition 2.1 (Grid Function). A vector u € RIMFUXM+1) that assigns a function
value to each grid point is called a grid function.

For a grid point (z;,y;) € Q, where x; = ih and y; = jh, we denote the numerical
approximation of the solution by u;;, and the exact analytical solution by w;; = u(x;,y;).
While the boundary values of u are known from the prescribed Dirichlet condition, the values
at interior points are computed by solving a system of equations.

Remark 2.2. Whenever we use bold notation such as u or f, it refers to the vector representation
over the grid. The subscripted form u; ; refers to the scalar value at the grid point (z, 7).

Returning to Eq. (2.2), we recall that the Laplacian is given by
Pu u
Au=—|—+—].
! (W N ay?)

We use a Taylor expansion to approximate the second derivatives. At the grid point (x;,y;),
we have

0%u 1
aaz| = 7 Wim1g = 2uis + wig ) + O(R7).
2Y)
Lettlng (ﬁum = Ui—1,5 — QUZ'J' + Uit1,5, WE get
0%u 62u;
= 20 O(h?).
oz2|,, = e T O

20
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Similarly, in the y-direction:

0*u i
ay2 _ th »J + O(hQ), where 5§Ui,j =Uj5o1 — QUi,j + Uj j+1-

1

|
>
=

Q

((ﬁUi,j + 5§ui,j) + O(hQ)

The finite difference equations that approximate the PDE are obtained by ignoring the
truncation error and replacing w; ; with the grid function value u; ;. This leads to the algebraic
equation

where f; ; := f(x;,y;). Substituting the definitions of 02 and 47, we get:
A — Wi — Wi — Wi — Wi = R2 i, (2.4)

for each (z;,y;) € Q.

Since the values of u at the boundary grid points are known from the Dirichlet condition,
we obtain a system of (M — 1)? linear equations for the unknowns at the interior points. Each
equation involves the grid point and its four immediate neighbors, hence this is referred to as
the five-point stencil.

® (i,7+1)

L 4 O @
(4, 7)

4 (17] - 1)

Figure 2.2: Five-point stencil: the central white node (7, ) is surrounded by its four nearest
neighbors (i £ 1,7) and (4,5 £ 1).

In the special case where f = 0 (i.e., Laplace’s equation), Eq. (2.4) simplifies to

1
Wig = 7 (Wipry + Wimgg + Wi + W)
That is, the value at an interior grid point is the arithmetic mean of its four immediate neighbors
(see Fig. 2.2). This is reminiscent of the mean value property satisfied by harmonic functions
in complex analysis. Remarkably, our discrete solution satisfies a similar property, highlighting
the consistency of the method with the underlying theory.
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2.1.1 Implementation of Five-Point Stencil

We now examine the organization of the unknowns u; ;, which are indexed by two indices. To
convert them into a single column vector suitable for matrix-based computations, we arrange
the interior grid values into a matrix and then stack the columns. This yields

u=[u w oy

where each u; € RM~1! represents a column vector of values along the vertical grid line z;, i.e.,
T
u; = [Ui,l U2 - ui,M—l]
Next, consider the matrix structure corresponding to the finite difference equation (2.4).
Each row in the matrix corresponds to a grid point (i, 7) € €, and involves at most five non-zero

entries due to the five-point stencil. At boundary-adjacent interior nodes, some terms involve
known values from the Dirichlet boundary condition and are moved to the right-hand side.

Y

A

> T

(150)

Figure 2.3: Stencil at the bottom-left corner of the grid. The interior node (1,1) (white)
depends on neighboring nodes. The Dirichlet boundary values at (0,1) and (1,0) (blue) are
known from boundary conditions, while the others are unknown.

For instance, consider (7,5) = (1,1). The finite difference equation is

2
4111,1 —U21 — U2 —Up1 — U0 = h f1,1,

2
= 4duy;—ugy —wa=nr"f11+ 901+ 910,

where ug; = go1 and u; o = g1 0 are known from the Dirichlet data. Hence, only three unknowns
remain on the left-hand side.

We now focus on the matrix representation column by column. Fix a vertical index @
and consider the values u;; for j =1,2,..., M — 1. Each u; is influenced by its neighbors u;_,
and u;;1, as shown below.

For j =1:
1
— (4w — w11 — Wi — Wo — W) = fi1.

h2

Since u; ¢ = g0 is known, this becomes:

2
4u; 1 — W11 — i1 — Wio = W7 fin + gip.
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For 7 = 2:
2
40 — W12 — Wig12 — Wi — Wiz = h fio.

For j = M — 1:
2
A pr—1 — Wim -1 — Wig1,M—1 — Wiv—2 = W™ fi 1 + Gi v
where u; s = g;» is again known from the boundary.

Writing these equations in matrix form for fixed i, we observe a tridiagonal structure:

1) ) + [ 1] [32] (2] fovena] = 82 + g0
;1

[_1} [ui—lﬁ} + [_1 4 _1} Wio | + [_1} [ui+1,2:| = hzfm,
u; 3

] ]~

Each column vector u; satisfies a linear system involving a tridiagonal matrix D €
RM—1)x(M-1).

[ 4 -1 0 0
-1 4 -1 0
D=| 0 -1 4 0 (2.5)
P |
0 0 e —1 4

Each u; is also coupled with neighboring columns u; ; and u;;; through identity matrices
(denoted by I). The full system for i = 1,2,..., M — 1 becomes:

—Iu;_1 + Du; — Iu; .y = Af; + g,

where - T
fi=1[fir fiz - fiua] o and gi=l[g0 0 - 0 gin] -

The values uy = gg and u;; = gy correspond to the Dirichlet boundary and are moved to the
right-hand side.

Stacking the equations for all i = 1,..., M — 1, we obtain a linear system of the form
Au=1f,

where A € ]R(M*WX(M*UQ, and both u and f are vectors in R™~Y?. The matrix A has a block
tridiagonal structure given by
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The right-hand side takes the form

f 8o + 81
f; 1 g2
il B =
far—1 grv—1+ 8m

which accounts for the contributions from the boundary conditions.

Let us now examine the structure of the matrix A in more detail. Recall that A €
RM-D*x(M=1)* " g it contains approximately M* entries in total. However, if we inspect the
structure of A, particularly the second block row, we find that each block row contains roughly
5M non-zero entries—due to contributions from the main diagonal block and the two neighbor-

ing identity blocks. Consequently, the total number of non-zero entries in A is approximately
5M?2.

This indicates that the matrix A is sparse, meaning that the majority of its entries are
zero. Fig. 2.4 illustrates the sparsity pattern of A for M = 10, with non-zero entries shown in
black.

*  Columns

Rows

Figure 2.4: Sparsity pattern for matrix A for M = 10.

Definition 2.3 (Sparse Matrix). A matrix A € R™*" is called a sparse matriz if a
significant fraction of its entries are zero. The sparsity of a matrix is typically quantified
as the ratio

number of non-zero entries in A

sparsity (A) =1 — 5

n

Solving linear systems involving sparse matrices requires methods that exploit their
structure to reduce computational cost and memory usage. Among the most widely used direct
methods is LU decomposition, which factorizes A into a product of a lower triangular matrix
L and an upper triangular matrix U.

Remark 2.4. We might revisit sparse matrix storage schemes and efficient solution techniques—both
direct and iterative—later in the course when we focus on linear solvers.

Let us now look at the implementation of the matrix A and the right-hand side vector
f for the finite difference method (FDM).
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Definition 2.5 (Kronecker Product). Let A € R™*" and B € RP*?. The Kronecker
product A ® B is defined as the block matrix:

CL11B alnB

A®B= € R™PX",

amlB amnB

In component form, this means that each scalar entry a;; of matrix A is multiplied by

the entire matrix B. For example, if A is 2 x 2 and B is 2 x 2, then:

then

a11b11
a11b91
as1011
a21b21

A®B=

Q12
22

} . B= [Zn

21
ajibiz  aizbn
aiiby  aizby
asibiz  azbiy
az1ba  az2bo

b12}
baa |’

a12b12
a12b22
abio
22022

For the 2D finite difference discretization of the Poisson equation, the global stiffness
matrix A can be written as

A:A1—|—A2,

where

A =1®D, and A, =Ix®Il

Here I is the tridiagonal matrix with zero diagonal and —1 on its first sub- and super-
diagonals:

0 -1 0 e 0]

-1 0o -1 0

I=| 0 -1 0 :
- .

0 - 0o -1 0]

Thus, the global matrix becomes:

A=1ID+IxL

In Python, the Kronecker products can be constructed using the function np.kron(A, B)
from the NumPy library. Algorithm 1 presents a basic implementation of this method for the
2D Poisson equation with Dirichlet boundary conditions.
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Algorithm 1 Finite Difference Method for 2D Poisson Equation with Dirichlet BCs

Given: Domain = (0,1)?, Number of nodes per dimension: M, right-hand side:
f(z,y), boundary data: g(z,y)
Find: Approximate solution u on interior grid

Step 1: Meshing
Initialize h = ﬁ
Define interior grid points x; = ih, y; = jh, for 4,5 =1,2,..., M — 1

Total number of interior nodes N = M — 1

Step 2: Assemble matrix A

Define matrix D, I € RV*Y and by

fort=0to N —1do
D;;=4,1L;=0

if 7 > 0 then -
Dhen = =155 1 = =l
end if

if 1 < N —1 then
Diip1=—1, L = -1
end if
end for
Define identity matrix I € RV*¥
Define A = (I® D +I®1) /h?

Step 3: Assemble the RHS
Initialize load vector F € RN
fort=0to N —1do
for j=0to N —1do
Compute grid point: z = (i + 1)h, y = (j + 1)h
Compute linear index: £ =i- N + j
F,= f(I, y)
Apply Dirichlet BCs:
if 7 =0 then
Fit+ = g(0,y)/h?
end if
if 1 =N — 1 then
Fot+ = g(l7y)/h2

end if
if 7 =0 then

F/+ = g(x,0)/h?
end if

if j = N —1 then
Fo+ = g(z,1)/h?
end if
end for
end for

Step 4: Solve the linear system
Solve Au = F for u € RV 26

return u
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2.1.2 Convergence Theory

Implementation of a numerical scheme is one aspect that primarily concerns engineers. Another
important aspect, which concerns mathematicians, is the study of its convergence properties.
We say a numerical solution u is a good approximation of the analytical solution u if the error
between them reduces as the discretization parameter h tends to zero. One important question
is how to measure the closeness of u and u, as u consists of discrete values, whereas u is a
continuous function.

We re-write Eq. (2.2) as Lu = F, where

Lu = { —Au in &, and F = { Joind, (2.6)

u on I, g onl.

We define the five-point stencil operator by Lyu = F},, where

. Shu in Qh, . f in Qh,
Lru= { Bru on Iy, and - Fp = { g onl}. (2.7)

Here, £yu;; := —h 2 (02 + 6;) u;; and Bju;; ;= u;, i.e., the identity operator.

The operator £;, approximates the continuous operator £. To quantify how well it does
so, we introduce the notion of local truncation error.

Definition 2.6. (Local Truncation Error) The local truncation error, denoted by Ry,
is defined as the residual when the exact solution u of Eq. (2.6) is substituted into the
discrete equation Eq. (2.7), i.e.,

%h 0= Ehu - fh.

Definition 2.7. (Consistency) The approximation £,u = F, is said to be consistent
with Lu = F if |, — 0 as h — 0. It is said to be consistent of order p if R, = O(hP)
with p > 0.

The first step is to verify whether the FDM is consistent. Since Dirichlet boundary
conditions are implemented exactly, we only need to analyze £,u. Thus, the local truncation
error reduces to Ry, = L£,u—f. Using Taylor series expansion for 62u; ; and 55“1’,;’ at the internal
node (ih, jh), we get

%h|i,j = —h72 ((55 -+ 55) ui,j — fi,j
h2
= — (Uazlij + uyylij) — fij — 1 (Uazaa + Uyyyy) |ij + O(h?)
2

= R (Uzzez + Uyyyy) lij + O(h4)»

since —Au = f. Hence, the method is consistent of order 2, provided u € C*(2).
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Consistency tells us how closely £, approximates £. The numerical solution u satisfies
Lyu = F,, while the analytical solution u satisfies £,u = Fj, + Ry,. To study their difference,
let € = u — u, where €, ; = u(z;,y;) — u;;. Then,

Ehe = [,hll — £hu = th.

We want the error e to go to zero as h — 0. This happens if R;, — 0 and L, is invertible. This
leads to the notion of stability.

Definition 2.8. (¢, Stability) The discrete operator is said to be stable (with respect
to the maximum norm || - ||5,~) if there exists a constant C' > 0, independent of h, such
that the solution of the equation £,u = Fj, satisfies

[ul[ic0 < Cl[Fnllh.co

where C' is known as the stability constant.

A few things to note: first, the stability of £, makes no reference to the original operator
L; second, stability depends on the particular norm, in this case the maximum norm || - || cc-
This notion extends to other norms such as ¢, norms for 1 < p < co. As a refresher, the /
norm is defined as

1 = lln oo = max fu(w;, y;) — ;).
As mentioned in the introduction, this is how we measure the closeness of the numerical solution.
Remark 2.9. The notion of ¢, stability mirrors that of a well-posed problem. A boundary value
problem with a unique solution is said to be well-posed if the solution varies continuously with

respect to the input data. That is, if § f is a perturbation in the source or boundary terms and
du is the resulting change in the solution, then ||dull, < C||0f||, for some norm || - ||,.

But why do we need both consistency and stability? To answer that, we now formally
define convergence.

Definition 2.10. (Convergence) A numerical method is said to converge if ||u —
Ullpooc — 0 as h — 0. It is said to be convergent of order p if |[u — ullp0c = O(RP)
for some p > 0.

We introduced consistency and stability first because there is a fundamental relationship
among the three:

Theorem 2.11. (Convergence) Suppose that the discrete boundary value problem
Lyu = Fy, is a consistent approzimation of Lu = F and that Ly is {s stable. Then
|u —ullpo0 — 0 as h — 0. Moreover, if the order of consistency is p > 0, then the order
of convergence s also p.

Proof. Since L}, is {, stable and the error e satisfies

Ehe = %h,
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we have ||e[|n00 < C||Pn||n0- Because Ly, is consistent of order p, we conclude that ||e||; 0 — 0
as h — 0 with the same order, provided C' is independent of h. n

We have already seen that our method is consistent, and hence, if it is stable, then it
will also be convergent due to Theorem 2.11. Before we prove stability, we need to introduce a
few concepts. We first mention certain properties of the operator L.

e [ is said to be linear if L(u + av) = L(u) + aL(v) for some scalar a.
e [ is said to be inverse monotone if Lu > 0 implies that u > 0.

To prove stability, we also require a bounded, non-negative function ¢(x), called a
comparison function, such that Lo(z) > 1 for all x € [0, 1].

Lemma 2.12. (Stability) Suppose that the operator Ly, is linear and inverse monotone,
and that there exists a comparison function ® > 0 such that L, ® > 1. Then Ly, is stable
with stability constant C' = max; ; ®; ;, provided ® is bounded independently of h.

Proof. Let u be a solution of £,u = F,. We need to show that ||ul|pe0 < C||Fnllnco. For a
particular (7, j)-th entry:

Lowij = (Fn)ij < |Fnllnoo

[ Fhllnoe % 1
< |1 Fullnoo £n®i;
= Ly ([ Fnllncc®)

4,57

which implies 0 < L, (|| Fnlln,0® — 1), .. Hence, by inverse monotonicity, u;; < ||Flln,00®Pi;-

45"

Similarly, we obtain —u; ; < || Fp||n,0o®i;. Since —u,j, w;; < |u; |, we get |w; ;| < || FnllhooPij-
Now, taking the maximum over all 7, j:
lullpco = max lu; ;| < C|\Fullhoo, where C = max D, ;.
0

Remark 2.13. In Lemma 2.12, we consider a grid function u. When we say u > 0, it means
u; >0foralli,j:1,2,...,M—1.

We now prove the stability of our FDM operator Lj.

Theorem 2.14. The difference operator Ly, defined in Eq. (2.7) is stable.

Proof. We need to show two things for £, to be stable. First is inverse monotonicity, and
second, we need to compute a comparison function ® such that £,® > 1.

Inverse Monotonicity: We need to show that £,u > 0 implies u > 0.
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We proceed by contradiction. Suppose this is not true. Then there exists a grid function
u such that £,u > 0 but u < 0, i.e., there exists a point (7, j) such that

u; j < 0. (28)
Let (ig, jo) be the point where the minimum occurs.

Now,
Lnlio jo = 75 (4Wig jo = Wigr1jo — Wig—10 — Wigjo+1 ~ Win,jo—1) -
Since w, j, is the minimum, we have u;, j, < Wi 41,5, and w;, j, < W4, jo+1, which implies

Wio o — Wip+1jo < 0 and  wy, j, — W jo+1 < 0.

Hence,
1
Ly, j, = 72 \Wiojo — Wio+1.jo + Wigjo — Wig—1,50 T Wig,jo — Wig,jo+1 T Wig,jo — Wig,jo—1
< 0.

But we also assumed that £,u;, j, > 0. Therefore, we must have £,u;, j, = 0, and all
terms in the sum must be zero:
Wig,50 = Wigt1,j0 = Wig,jo+1-

That is, the value at (ig, jo) equals the values at its four neighbors. Now, pick one of these
neighbors, say (io + 1, jo), and apply the same argument. Again, you will conclude that all its
neighbors must have the same value. Repeating this process across the domain implies that u
is constant on ).

Moreover, from (2.8), this constant is strictly negative: u < 0 on €. But on the
boundary 02, we use Dirichlet conditions: L£,u = B,u = u = g, and from L£,u > 0 this
implies g > 0 on 9€),. So we obtain a contradiction since u < 0 on the boundary. Hence, our
assumption is false, and we conclude that £, is inverse monotone.

Comparison Function: Next, we need to find a comparison function ®(z,y) > 0 and
show that £,® > 1. Let us consider the function

1
O(z,y) =1+ éx(l — ),
which is bounded and non-negative on [0, 1]? (see Figure 2.5).

Now, compute £,®; ;. Since ¢ depends only on z, we can write:

Ly®;; = —4®; j + @iy + iy + Py + Pijra)

——(
— _%< 4 (1 + %xi(l — :cl-)) + (1 + %%H(l - xiJrl))

+ (1 + %xi_l(l — xi_l)) + (1 + %xi(l - xi)> + <1 + %xi(l - xi)> )
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Figure 2.5: Surface plot of the comparison function ®(z, y) = 141z (1—x), which is independent
of y.

Using x;+1 = x; £ h, compute:

Adding both:

l‘i_l(l — ZL’i_l) -+ ZL'H_1<1 — xi—i—l) = 21‘,(1 — ZL'Z) — 2h2
Substitute this into the expression for £;,®; ;:

1 1 1 1

1
=5 (2-ml-z) +ol-a) - h) = 1.

Hence, £;,® = 1, and the comparison function condition is satisfied.

Therefore, both required properties are fulfilled, and £}, is £, stable. O]

We have the consistency and stability of our numerical method. Therefore we have the
following result.

Corollary 2.15. The five-point approximation to the Poisson equation with a Dirich-
let boundary condition on the unit square, §2, is second-order convergent if the fourth
derivatives of the exact solution are bounded.

Remark 2.16. (Experimental Order of Convergence (E.O.C.)) From theory, we expect
second-order convergence for the five-point scheme. To verify this numerically, we define the
order v of a method by

|lu —upl|pco = O(R*), for some a > 0, (2.9)

where u;, denotes the solution obtained on a grid of width h. If we use a coarser grid of size
2h, then
lu — tap|2n,00 = O(27R).
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Therefore, | | ,
U = Upllnoo

llu — uapl|2n,00 T 2a

a~ L log (_Hu — u2hH2h’°°) .
log(2) [l — .00
This quantity can be computed directly from numerical results and is called the experimental
order of convergence (E.O.C.).

which gives the estimate

Another way to estimate « is via a log-log plot. Taking the logarithm of Eq. (2.9) gives

log ([[u = an|n,c0) = clog(h).

Defining Y = log (||u — up||no0) and X = log(h), we obtain a linear relation ¥ ~ aX. The
slope of the Y vs. X curve (for varying h) then provides an estimate of a.

Example 2.17. Consider Eq. (2.2) with
f = 2n?sin(7x) cos(my), g=0.
The analytical solution is
u(z,y) = sin(mx) cos(my).

We compute the numerical solution using the five-point stencil and report the results in
Table 2.1. We observe that the computed E.O.C. matches the theoretical prediction of
second-order accuracy. We also plot the log-log plot in Fig. 2.6.

| h Ju—ulh E.O.C. |
0.250000  0.053029 -

0.125000  0.012951  2.033754
0.062500  0.003219  2.008367
0.031250  0.000804  2.002087
0.015625  0.000201  2.000522
0.007812  0.000050  2.000130

Table 2.1: Example 2.17: Experimental order of convergence.

2.1.3 Discrete Maximum Principle

The analytical solution of Eq. (2.2) satisfies certain important properties. One such property
is the maximum principle.

Theorem 2.18. (Maximum Principle for the Poisson Problem) Suppose that the
function u(zx,y) satisfies the inequality

—Uge — uyy S 07

for all (z,y) € Q. Then u(x,y) is either constant or attains its maximum value on OS).
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Figure 2.6: Log-log plot of error vs. mesh size h.

Remark 2.19. In some references (see [8]), maximum principles are distinguished as the local
mazimum principle and the global mazimum principle. Here, we present a unified version
encompassing both.

Remark 2.20. The maximum principle can also be understood from a physical point of view.
Consider the steady-state heat distribution on a metal plate governed by the Poisson equation
with no internal heat sources. Then, the maximum temperature must occur on the boundary
of the plate. Intuitively, this means that heat cannot spontaneously concentrate in the interior
if it is not being generated there, which aligns with our everyday physical experience.

The above theorem states that the maximum of the solution can occur only on the
boundary. If it is attained in the interior, then the solution must be constant.

An important aspect in designing numerical methods is ensuring that the numerical
solution also satisfies a discrete analogue of the analytical properties. In this case it will be the
discrete mazimum principle.

Theorem 2.21. (Discrete Maximum Principle) Suppose that the discrete operator
Lyu is defined as in Eq. (2.7) and satisfies Lru < 0 at all grid points in Q. Then, either
u is constant in )y, or it attains its mazimum on the boundary 0Sy,.

Proof. We proceed by contradiction. The proof follows the same structure as the proof of /-
stability of £;. Suppose u attains a non-constant maximum at an interior point (z;,y;), where
0 <1i,j < M. Then, since Lyu;; <0, we have

Wij < 7 (Wipng + Wimgj + Wiy + W)
But since u; ; is the maximum, it satisfies
W;j > Wiy, Ui +1,

and hence

Wij 2 7 (Wipr + Wingj + Wiger + Wija).
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Combining both inequalities, we conclude

1
Wij = 7 (Wisag + Wimgj + Wiy + Wijo)
which can only happen if u; ; = w;11; = w; j+1 as u,; is the maximum. That is, all five values
are equal. Therefore, u attains the same maximum at the five-point stencil

{(i,), (£1,75), (i£1)}.

Repeating the same argument for the four neighboring points and propagating this reasoning
through the domain, we find that either the solution is constant on €, or the maximum even-
tually appears on the boundary. This contradicts the assumption that the maximum occurs
strictly in the interior. O]

2.2 Advanced Topics

Until now, our focus has been on a simple problem, Eq. (2.2). A natural question that arises
is: why solve Eq. (2.2) numerically when analytical solutions exist? One reason is to better
understand the method, validate results computationally, and develop more advanced methods
for problems where analytical solutions are not available. In this section, we explore such
extensions.

2.2.1 Neumann Problem in Square Domain

Consider the Poisson problem with Neumann boundary conditions defined on the unit square
Q:=(0,1)2,
—Au=f in €2,

2.10
Onu =g on I, (2.10)

where 0,u := Vu - n denotes differentiation in the direction of the outward normal. From PDE
theory, the solution to this problem is not well-posed unless f and g satisfy the compatibility

condition
/fdQ+/gds:0. (2.11)
Q r

To develop a finite difference method for Eq. (2.10), we follow the same procedure as in
the previous section. We will consider two distinct cases: first, the case i = 0and 0 < j < M
(inner boundary grid points); and second, the case i = 0 with j = 0 or j = M (corner boundary
grid points).

Inner Boundary Grid Points. Consider the grid point (0, jh) for 0 < j < M, i.e., a
point lying on the boundary = = 0 (see Fig. 2.7).

Here, the outward normal is n = (—1,0). Hence, the Neumann boundary condition
becomes

Ot = (—1,0) - (up,uy) = —u, = ¢(0,y), for0<y<1 (2.12)
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0, (5 + 1)h) (M, (5 + 1)h)
°
((M = 1Dh, jh)
n=[-1 0T «—O . ® n=[1 0"
(0,5h) (h,jh) (M, jh)
8
(0,(5 — Dh) (M, (5 —1)h)

Figure 2.7: Stencil at the grid point ¢ = 0 and 0 < j < M. The interior node (0, jh) (white)
depends on neighboring nodes.

We recall the standard finite difference operators. Let AT denote the forward difference
operator, and A~ the backward difference operator:

h2
Atu; = ujyy —u; = hawg|in + Euaﬁxlzh + O(hg),

h2
AT u; = u; — uimg = huglip, — Euthh + O(h3)-

Let A} denote the forward difference operator in the z-direction. Applying it to ug j,
we get

h2
A;—;U’O,j = ul,j — U()’j = hux 0,j + ?um|07j + O(h?)) (213)
Rewriting,
1 h
—uz(O,jh) = _EA;_UOJ + Eum|0,j + O(h2) (214)

Now, since the point (0, jh) lies on the boundary, we cannot directly apply a second-
order centered difference for u,, (as it would require u_; ;). However, assuming u is smooth,
we use the PDE itself to substitute:

1
Uzzloj = —foj — Uyyloj = —foj — ﬁfﬁuoa + O(h?). (2.15)

Substituting this into the previous expression:

. 1 h 1
—Ux<0,jh) = —EAIUOJ‘ - §f07j - %CﬁUO’j + O<h2) (216)

Replacing u, with the Neumann condition and dropping higher-order terms gives the
discrete boundary condition:

1 1 h
—ﬁA;—uo,j — %551100' = §f0’j + 80,5 (217)
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Expanding the operators, this becomes:

—2(1117]' — 1107]') + (21107]' — Ugj+1 — qu,l) = h2f07]’ + thﬂ,j7 (218)
= 41107]‘ — 21117]‘ — Up,j+1 — Uop,j—1 = h2f07]‘ + thO,j- (219)

The corresponding stencil is shown in Fig. 2.7. A similar strategy can be applied at
the opposite boundary (i = M), using a backward difference in the x-direction instead. The
resulting system is slightly modified and is left as an exercise.

Let us now consider the consistency error. The local truncation error at the boundary
point (0, jh) is given by

Rnloj = —%Ajuogj — %5§u07j — 8o, — g 0. (2.20)
Using Taylor expansions, we get
Baloy = = (1ot Gtas + O = 5y + Oy, g = o
0,
= (tte 8oy + i (e — 1ty — )y + O(R).
Since u, = —g and —Au = f at (0, jh), the truncation error vanishes up to O(h?), confirming

second-order consistency.
Corner Boundary Grid Point

Now, let us examine the corner case. Consider the point (0,1), corresponding to i = 0
and j = M (see Fig. 2.8). Along the edge x = 0, the Neumann condition is —u, = g since

the outward normal is n = [—1 O}T. Along y = 1, the condition becomes u, = g since

n= [0 1} T At the corner, the normal derivative is not well-defined, so we use the average of
the two directional conditions.

O
[ —
°

(0, (M—1)h)

Figure 2.8: Stencil at the grid point ¢ = 0 and j = M. The corner node (0, Mh) (white)
depends on neighboring nodes.

Let A, denote the backward difference in the y-direction. Then,
1
h

1. h
= A ug = uylon — §uyy|0,M+O<h2) = Uylom =

_ h
n Ay UO,M+§Uyy’0,M+O<h2)‘ (221)
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Similarly, using the forward difference A} in the z-direction:

1 h 1 h
EAIUO,M = Uy |om + §uwz|0,M + O(hQ) = —Uglom = —EAIUO,M + §Uxx|O,M + O(hQ)-
(2.22)
Averaging both expressions gives:
1, 4 h 2
290,M = E (Ay UO,M — Az UO,M) + 5 (U:mc —+ uyy)07M —+ O(h ) (223)

Replacing the second derivatives using the PDE —Awu = f and dropping higher-order

terms: .
280.m = 7 (wg,pr — Qo -1 — g + U ar) — §fO,M- (2.24)
Simplifying,
h2
2110’]\/[ — l,lo7M,1 — ul,M = EfO’M —+ 2hg07M. (225)

The local truncation error at the corner point is given by:

h h h
Riloyw = — (mU + —Upy + O(h2)> + (uy — —Uyy + O(h2)) - §fO,M — 290,
0,M

2 2 0.M

h
= ) (Uga + Uy + f)o,M + (uy — 9)07M — (uy + g)o,M + O<h2>‘

Again, using the PDE and the Neumann boundary conditions at (0, Mh), we conclude
that the scheme is consistent with order O(h?).

So far, we have not discussed the stability of the method. As seen in the previous
section, the notion of stability is closely tied to the well-posedness of the underlying PDE.
However, Eq. (2.10) does not have a unique solution: if u is a solution, then so is u 4 ¢ for any
constant ¢ € R.

Introducing a notion of stability without using function space theory is challenging.
We may revisit this later from a more analytical perspective. In the meantime, it is worth
pondering: with respect to which norm does the scheme exhibit stability?

Now, let us discuss the implementation of the method. One of the key differences from
the Dirichlet case is that our number of unknowns increases, since the boundary values are also
treated as unknowns. Thus, if

Au=f

is the system of equations, then A € RMTD*x(M+D? gnd y, f € RM+D?,

For the interior grid points, the structure of the matrix remains the same. The addi-
tional rows and columns arise from the Neumann boundary conditions at : =0, ¢ = M, j =0,
and j = M. Looking at Figs. 2.7 and 2.8, we observe that:

— The unknowns at i = 0 depend on values at i = 1 (via forward difference).
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— Similarly, values at i = M depend on i = M — 1 (via backward difference).

Let the vector of unknowns at < = 0 be

-
110:[110,0 g1 .. uO,M} )

and similarly define the right-hand side vector f;. The Neumann boundary stencil gives, for
jg=1,...,M -1,
41107j — 21117]‘ — Ug,j+1 — Uoj—1 = h2f07j + 2hg07j.

At the corners:
- For (Zaj) = (070)

2up — Uy — Ugy = h?/2f50 + 2hgo o,

- For (i,7) = (0, M):

2upp — Wy — U pm—1 = h2/2f0,M + 2hgo.m-

We can now collect the stencil coefficients for ug into a matrix:

[ 2 1
1 4 -1

Dy = L ER(M+1)><(M+1)7

and the corresponding right-hand side:

h2/2f0,0 + tho’o
hgfo’l + th(]’l

h*€o, p—1 + 2hgon—1
i h2/2f07M + 2hg0,M i

The coupling to the neighboring column u; comes from:
Dy = diag (—1,-2,..., -2, —1) € RMFD>AHD),
So, the boundary system at ¢ = 0 becomes:

DN721.11 + DN71UQ = fo.

The analogous structure holds at the right boundary:
Dy uy + Droun—g = fir.
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Now, comes the inner grid points, i.e., t = 1,2,..., M — 1. For the grid point (7,0) and
(7, M) we need to use Inner Grid Points method. Here the equation would look like

AW — 21 — W10 — W0 = WP o + 2hgi o,
and similarly for j = M
Awpr — 2u o1 — Wimg g — Wiprar = WP Ea — 2hg; .

For j = 1,2,...,M — 1 we use the five-point stencil and hence for u; we get the system of
equations as
—Iu; 1 +Dysw; — Tuyy =1,

where [is a (M + 1) x (M + 1) identity matrix and

[ 4 —2
-1 4 —1
Dngs = c RM+1)x(M+1)

-1 4 -1
-2 4

The full block structure of the matrix A is:
[ Dy, Dnp
—I Dys 1
—I Dng —I
Dy 2 DN,1_

Let us now express A using Kronecker products:
A=A +A+A;+ Ay,
where: A; =A1; ®Dns, A=A, ®[,A3 =A;335® Dy, and Ay = Ay g ® Dyo.
The matrix blocks A;; are defined as follows (all of size (M + 1) x (M + 1)):

0 0 --- 0 0] [ 0 0 0 cee 0] [1 0 0 --- O]
0 1 0 0 -1 0o -1 o 0 o0 0 ---0
Ajg= 1| ¢ 0 ], A= 0 -1 0 |, Ags3= 1[0 0 ° ' :
00 --- 10 ) ) . SO oo 0 0
00 0 0] 0 0 -1 0] 0 0 0 1]
and
0 1 0 0]
0 0 0
A s=10 0
Do 0 0
0 0 1 0]
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Compatibility condition. Since the Poisson problem with pure Neumann boundary
conditions is solvable only if the right-hand side satisfies a compatibility condition, the discrete

system must fulfill
M M
Sy - Y (s

=0 5=0 boundary nodes
where at the corners both boundary flux contributions are included. Equivalently, A is singular
with a one-dimensional nullspace (the constant vector), and one must either enforce a mean-zero
condition or fix one degree of freedom to obtain a unique solution.

2.2.2 Non-Rectangular Domains

Until now we have dealt with “good” domains—those having a nice geometrical structure such
as a square. The ideas can, of course, be extended to rectangular domains as well. However, in
practice we may encounter more complicated domains (see Fig. 2.9). In such cases, the main
difficulty arises in computing the values at grid points located near the boundary.

Consider the Dirichlet problem, Eq. (1.4), defined on a simply connected domain' €.

Figure 2.9: Non-square domain. Boundary nodes are denoted by o, nodes adjacent to boundary
nodes are denoted by X, and inner nodes by e.

If we cover the domain with a grid of mesh size h, then the solution is known at the
Dirichlet nodes from the boundary condition g(x,y). We denote these boundary nodes by white
dots (o).

The grid points marked with a cross (x) are those for which at least one neighboring
point belongs to 0€2;,. Clearly, we cannot have the case when all neighbors belong to 9€2;,. We
denote this set by €.

The remaining interior grid points are denoted by black dots (e), with the corresponding
set denoted (27. Thus, we have the decomposition

Q= Q) UQS U,

The solution at 0€2, is known from the Dirichlet condition; the solution at €2} can be approxi-
mated using the standard five-point stencil. Hence, the only remaining task is to compute the
solution at €.

Informally, a simply connected domain is an open connected set with “no holes.”

40



MAG643 - Numerical Analysis of Partial Differential Equations Summer Semester 2025

)
Q4
Figure 2.10: Point P with uneven spacing to its neighbors.

Let us take a general point P € Q), and let {Q;}?_; be its neighboring nodes, labeled
counterclockwise, with (); being the right neighbor. The distances from P to its neighbors are
denoted hy,h_, k., k_ (see Fig. 2.10). Here, hy correspond to z-direction distances and k4 to
y-direction distances.

To approximate the Laplacian Au at P, we approximate u,, and u,, separately.

Approximation of u,,: Using Taylor expansion about P in the z-direction:
h2
u(@+he,y) = wl@y)lp+hiulp + Zruwle + O(R),
h2
u(z —h_,y) = u(z,y)lp —h_ug|p+ ?uwxhj + O(h3)>

where h is the maximum grid spacing in the x-direction.

Multiplying the first equation by h_, the second by h,, and adding eliminates u,:

h_h?
h—u|Q1 = h’—u|P + h—h-i-ux'P + T+uxx|P + O(h4)a

h%h

Adding and simplifying gives:

2 U|Q1 — ulp U|Q3 — u|P
telp = e (M M M) oq (2.26)

with a formal truncation error of O(h).

Approximation of u,,: By the same reasoning in the y-direction:

2 ulg, —ulp | ulg, —ulp
= k 2.2
uyy|P k_ ‘l‘ k+ ( k’+ + k_ + O( )’ ( 7)

where £ is the maximum grid spacing in the y-direction.

Discrete PDE at P: Combining (2.26) and (2.27), the PDE can be approximated at
P by:

2 ulQl - u|P U|Q3 - U|P 2 u|Q2 - U|P U|Q4 - u|P
- - — flp. (22
ho+hy ( e T h I e flp (2.28)
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If Pe ) and ho = hy = k- = ki = h, then we recover the standard second-order
finite difference method. For Neumann boundary conditions, similar approximations can be
derived using the ideas presented in Sec. 2.2.1.

Now, we turn to the convergence of the method. For this, we require the notions of
stability and consistency.

For stability, we require that the finite difference operator L, is stable. Stability of
L, means that it must be: Linear, Inverse-monotone, and satisfy the comparison principle.
Linearity is straightforward to verify. We therefore move on to inverse-monotonicity. To
discuss this property, we first recall the concept of operators of general positive type.

Definition 2.22 (General Positive Type Operators). Suppose that P is a grid point
and {Q;}7_, are its neighboring grid points. A finite difference operator of the form

Lrulp = apulp — Zaj ulq;, (2.29)

1

is said to be of general positive type if the coefficients satisfy:

a; >0, j=0,1,...,v, and aOZZaj. (2.30)
j=1

Theorem 2.23 (Inverse Monotonicity). Suppose that the difference operator Ly is
defined by

gij forv =0 or M, orj =0 or M,
Ly ;= {
£yu;j, otherwise,

where £y, 1s of positive type and o; > 0 for j =0,1,...,v. Then L}, is inverse monotone.

Proof. We proceed by contradiction. Suppose there exists u such that £,u > 0 but u # 0.
Then there exists a grid point (i, jo) such that u,, ;, < 0.

Since Lpu > 0 and the Dirichlet boundary conditions are applied directly (implying
w;; > 0 for 4,5 € {0, M}), the point (i, jo) must be in the interior. Let {Q;}}2, be the
neighboring nodes of (ig, jo). By minimality, we have
uiO,jO§u|Qj’ j:1727"'7V0-
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From the definition of £,

Vo
Lry jo = QoW j, — E ajulg,
j=1

Yo

< Uy 5, — E QW jo
j=1

Vo
= UW4y,50 | %0 — E ;| .
j=1

From (2.30), ap > 3772 ay, and since u,, j, < 0, it follows that
Shuio7j0 <0.
But we also have £,u;, j, > 0 by assumption, hence

£hui0’jo =0.

Equality can hold only if oy = Z]”(’:l a;. Substituting into the definition of £ gives

vo
> aj (i, —ulg,) =0.
j=1

Since a; > 0 and w, j, — ulg, < 0 for all j, the above can hold only if
117;07j0 ZU|Qj, ] = 1,2,...,V0.

Thus, the same strict minimum value is attained at all neighboring nodes. Repeating this

argument propagates the minimum to the boundary, where u > 0, leading to a contradiction.
Therefore, £, is inverse monotone. O]

Now, we check whether (2.28) can be written in the form (2.29). Let ulp = uy and
u|g, = u; for i = 1,2,3,4. Then

_ 2 u; — U us — U 2 Uz — U us — U
Snto = h—+h+< hy T ) k?—+k?+( ky TR )

T2 N L, 1],
T lhe+ho \hy  ho) ki +k- \ky k)| °

2 2 2 2
T ) T (e ) T R ) T R (ke R

The coefficients clearly satisfy the conditions for general positive type operators. Hence, L} is
inverse monotone. It is then stable by the comparison principle, as shown next.

Corollary 2.24. The operator L, comprising £y, at points of Q0 U Y together with the
Dirichlet operator is stable.
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Proof. Without loss of generality, suppose 2 C {(z,y) | 0 < = < a}. Then the comparison
function

O(z,y) =1+ %x(a — )

is non-negative on {2 and satisfies £,® > 1. Hence, by the comparison principle, £, is stable. [

Now, the only thing left to show is the second—-order convergence of the method. We
have already seen that it is consistent with O(h?) in Qf and O(h) in Q).

Corollary 2.25. The five-point approximation (2.28) to the Poisson equation with
Dirichlet boundary conditions in a general, simply connected domain €2 is second—order
convergent, provided the fourth derivatives of the exact solution are bounded in §2.

Proof. We split the global error e into two parts:
e=¢e*+e”,

where e® is the error on ) and e* is the error on ;. They satisfy the discrete problems

0, on 0§, 0, on 0§,
Lre®* =140, onQ), Lpe™ =< RS, on Q) (2.31)
», on 0, on QF,

where Ry = L,u — f on QF is O(h?) and R, = L,u— f on Q) is O(h).

To control e* we introduce a non-negative discrete function ¥ defined by

0, on 0%y,
Ulp =1, "
h , on Qh,

so that £,V|p = 0 for P € Qj (since VU is constant there).

If P e, then at least one of its neighbors lies on 9€2,. Let )1 be such a boundary
neighbor, so that ¥|p, = 0. Using (2.30) we have

4
Sh\IJ|p == ao\I’|P — Zaj\I/|Qj

i=1

4
2 h2 <Oé[) — Z ij)
j=2
4
= h2 <Oéo - Z@j) + Oélh2

j=1
> Oélhz.

Since oy = ) and hy,h_ < h, it follows that a;h?> > 1. If P has more than one

2
h (hathe
boundary neighbor, this lower bound is even larger. Thus £,¥|p > 1 for all P € Q.
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From (2.31) and the above, we compute

Ly, (e = IR lhe¥) <0,

because on €2 we have

Lne™ = Ry llncofn¥ < Ry — (|95 ][00 < 0.

By inverse monotonicity of L,

e < Ry eV

A similar argument applied to e* yields

€] < 119 [In.och”

Since ||R) ||h.co = O(h), this gives ¢ = O(h?) in the maximum norm.

Finally, e® is governed by a residual O(h?) and the stable operator £, hence e®* = O(h?).
Since e = e®* + e* and e®* dominates, we conclude

€= O(h2)7

establishing second—order convergence. O]

2.2.3 Higher-Order Discretisation

In all the examples we have studied until now, all of them are second-order convergent. But
can we achieve a higher-order discretisation, say of order four?

To answer this question, we start with the Taylor expansion formula in two dimensions.
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Theorem 2.26. Suppose that u(x,y) and all its partial derivatives of order less than or
equal to n+1 are continuous on D = {(z,y) :a <2 <b, ¢c <y < d} and let (xg,yo) € D.
For every (x,y) € D, there exist £ between x and xo and p between y and yo such that

u(z,y) = Po(z,y) + Ru(z,9),

where
0 0
Paary) = ulau, ) + (o = ) 5 o) + (0 = ) 5 o)
x —x9)% 0%u 0%u
%@(%7 yo) + (95 - Io)(y - yo)m(%’ ?Jo)
(y — 90)2 d*u
+Ta—y2(l’o,yo)
1 v /n . N )
e = _ n—jlpy _ o \__ "
+ + n! j;o (]> (ZL‘ $0) (y yO) 8$n,jayj ($0>y0)a
and

1 &+l _. 9™y
Rute) = oy 3 ()0 = 00 ™ = S 6

The function P, (z,y) is called the n'® Taylor polynomial in two variables for the function
u about (zg,yo), and R,(x,y) is the remainder term associated with P, (z,y).

Now, consider the four diagonal points for (4, j) as shown in Fig. 2.11, labelled Ry, Rz, R,
and Ry.

Figure 2.11: The white point represents an interior grid node (i, j), and the black points are
its four nearest diagonal neighbors used in the five-point stencil.
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Using the Taylor expansion at these four points gives

h2
ulg, = u(x+h,y+h)=u;+ hugli;+ huyl;; + 5 (Uaw + 2uay + tyy) i + O(h),
2

h
ulr, = w(@—hy+h)=u;— huglij+ huyli; + 5 (taw — gy + uyy) lij + O(R?),
2

h
ulry, = w(@—hy—h)=u; — hugli; — huyl; ; + ry (Uaw + 2Uay + uyy) |ij + O(h?),
2

h
ulr, = u(r+hy—h)=u;;+ hugli; — huyli; + 5 (Ugw — 2Uay + Uyy) |i; + O(R®).

Adding the above four equations and cancelling the third-order O(h?) terms, we get
Uit 1,541+ Uig1j—1 + Uimrj—1 + U141 = du 5 + 2h? (tze + Uyy) |.5) + O(h4)-
Now the Laplacian —Awu can be approximated by
—Au= — [4%,3‘ = Ui1,541 — WUit1,5—-1 — Wi—1,5-1 — Uz‘—1,j+1] + O(h2).

Let us denote the new difference operator by £, i.e.,

>< f— . — . . p— . . p— . . — . .
Satiy = 5 [0 = Wirr g = Wiyon = Wimgjor = i) -

Notice that this is a second-order consistent approximation. In the case of the Laplace
equation, we notice that this approximation also satisfies the mean-value property. Now, to
obtain a higher-order approximation we combine the newly developed five-point stencil with
the one developed in Sec. 2.1.

Let us denote the five-point stencil developed in the previous section by £/, i.e.,

To obtain a fourth-order approximation, consider A, + (1 — \)£; for a generic A. The local
truncation error for this method is given by

h?
ASS+H(1=Ng = A [—Au -5 (O3u + 60202u + Dyu) + O(h‘*)]

(1= [-8u = 15 0t + o) + 00

6
12

0202u + O(h").

h* 4
= —Au-— 1 (Opu + (9yu)

Now, for A = 1/3 we get
h2
A+ (1= NE = —Au— ENU + O(hY),

where A’u = Oqu 4 2020;u + Jyu. Since —Au = f, we have —A®u = Af. Therefore, we have
an order-4 consistency term.
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Remark 2.27. We have not talked about the exact form of the local truncation error. An
interested reader can use Taylor expansion to see that the O(h*) term remains the leading
term. However, for higher-order accuracy we require u € C%(£2), which demands quite high
smoothness.

Nine-Point Stencil: Let v € C%(Q2). Then the nine-point stencil formula for the
Poisson equation, Eq. (2.2), is given by

9
'Chui,j = fi>,<j7
where
u; ifi,j=0o0r M h?
£911i i = ) ’ ’ and f-X- = fz i+ —Afz iy
e {S%Ui,ja if1<ij<M-1, A T i
and
hY%i,g — 3h2 2, 2 i+1,7+1 i+1,7—1 i—1,7+1 i—1,7—1

=2 (W41 + W+ Wi i) |-

Consistency of the method is already obvious. The stability of the method is also straight-
forward to see, as the operator is of general positive type (see Def. 2.2.2) and hence £ is
inverse-monotone. The next step is to show the satisfaction of the comparison lemma; for this,
we can choose the same ®(x,y) as in Fig. 2.5 to get the result. Hence, we have a convergent
method of order four.

However, this method has drawbacks. The matrix obtained will not be a penta-diagonal
matrix; instead, we get a nine-diagonal matrix (see Fig. 2.12). Furthermore, solving it will be
more challenging as the number of non-zero entries increases.

Columns

Rows

Figure 2.12: Sparsity pattern for matrix A developed using the nine-point stencil for M = 10.

Regarding the implementation of the method, the matrix A will have the structure

—Dlui,1 + Dgui — Dluiﬂ, for i = 1, 2, ce ,M — 1,

where
4 1 0 - 0 20 —4 0O --- 0
1 4 1 - 0 —4 20 -4 --- 0
Dl - . ) D2 - . . . .
000 --- 4 0 0 0 --- 20
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The right-hand side f will have an extra term to incorporate Af; ;. The boundary conditions
can be applied in the same way as before. For Neumann boundary conditions or irregular
domains, the ideas developed in the previous examples remain applicable.

2.3 Summary

In this chapter, we examined the finite difference method (FDM) for second-order elliptic equa-
tions in two dimensions. The ideas developed here extend naturally to three dimensions. The
convergence theory remains unchanged, and the approach can also be generalized to Neumann
boundary conditions, irregular domains, and higher-order discretizations.

If, instead of the Poisson equation, we consider a more general elliptic operator such as
the convection—diffusion equation

—cAu+b-Vu=f inQ, (2.32)

with appropriate boundary conditions, the implementation of the FDM follows the same prin-
ciples. In this case, in addition to approximating the Laplacian A, we must also approximate
the gradient Vu. This introduces an additional challenge. An excellent survey on this topic is
given by Stynes [19].

Despite the development of modern numerical methods, the FDM remains popular in
the scientific community because of its simplicity. However, it has certain limitations. One
major drawback is the regularity assumption on the solution. The numerical analysis of the
FDM relies on Taylor expansions of u, and achieving the expected order of accuracy typically
requires u € C*(€2). In practice, solutions may lack such high smoothness, making it necessary
to use methods that relax this assumption.

Another difficulty arises when incorporating Neumann boundary conditions or handling
irregular domains. These cases require special treatment, often involving modifications to either
the system matrix A or the right-hand side vector f.

Also, suppose we want to find the solution at a point between the grid points, say
(1+0.5,7+40.7), then in this case, one either needs to do re-grid or use interpolation techniques,
leading to further difficulties.

This naturally leads to the question: do we have better methods? In the next part of
the course, we will explore approaches designed to overcome these limitations.
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Chapter 3

Introduction to Functional Analysis

In the last chapter we noted that the analysis of the Finite Difference Method relies heavily
on Taylor expansions, which require high differentiability of the solution, also referred to as
smoothness. Let us look at some examples to see what smoothness actually means. Define

f@) =1z, fl@)=zlzl,  fiz) =27,

h@»:{—lif—1§x<Q

1 ifo<az<l,

on the interval [—1,1]. We now examine the behaviour of the functions {f;(z)}?_, at the point
x = 0:

1. fo(z) is not continuous at x = 0.
2. fi(x) is continuous at = 0, but is not differentiable there.

3. fo(z) is continuous and differentiable at x = 0, but its second derivative does not exist at
that point.

4. f3(x) is twice differentiable at x = 0, but not three times differentiable.

If we look at Fig. 3.1 at (0,0), we see what is meant by smoothness. As 7 increases, the graphs
of the functions look progressively smoother.

But why do we need smoothness, or even continuity, in the first place? In real-world
applications such as stock pricing, the price of a share may exhibit very sharp changes. For
example, the value of a stock can drop from $100 to $0 and then rise back to $100 within a
short period of time. Like many other phenomena, this too can be modeled mathematically.
The evaluation of an option price is described by the Black-Scholes equation, named after the
American economists Fischer Sheffey Black and Myron Scholes. It is given by

o o* ,0*V oV

E—F?S W—FTS%—TV—O,
where V(t,5) is the price of the option as a function of stock price S and time ¢, r is the
risk-free interest rate, and o is the volatility of the stock. As mentioned, the solution V(¢,.5)
will, in general, not be a smooth function, and hence we need to study a more general class of
functions together with their properties.
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11 ° |
0 - N
— fo(z)
— fi(z) = [z]
fo(z) = z|z|
-1 — fa(@) = =] ||
-1 0 1

Figure 3.2: Fischer Black (11 January 1938 — 30 August 1995, left) and Myron Scholes (1 July
1941, right).

This chapter is intended as an introduction to Functional Analysis. The main topics to
be covered include measurable functions, function spaces, weak derivatives, and their properties.
It will present the most important concepts required for the study of PDEs, but it is by no
means a complete text. For a deeper understanding of Functional Analysis, I recommend the
references [14, 13].

3.1 Function Spaces

3.1.1 Banach Spaces

Until now we have looked at some very particular classes of functions such as C() and C*(Q2),
but now we move towards a more general notion. Let us denote such a space by X. We start
with the most fundamental structure, referred to as a wvector space.
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Definition 3.1. (Vector Space) A vector space or a linear space over R (whose elements
are called scalars) is a set X, whose elements are called vectors, equipped with two
operations: addition and scalar multiplication, such that the following properties hold:
e Addition: (z,y) € X X X — x +y € X such that for all z,y, 2z € X:
o x+y=1y+ 2z (Commutativity).
ox+ (y+2) = (x+y)+ z (Associativity).
o There exists a unique vector 0 € X, called the zero vector, such that x+0 =
for all z € X.
o For all x € X there exists —x € X such that x 4+ (—z) = 0.
e Scalar Multiplication: (A\,z) € R x X — Az € X such that for all A\, 8 € R and
z,y € X:
For all z € X, 1-x = x, where 1 is the multiplicative identity of R.
A(Bz) = (AB)e.
A+ B)x = Az + Pzx.
Mz +y) =Ar + Ay.

@)

o O O

Example 3.2. 1. The set of real numbers R is a vector space over R.
2. R is a vector space over R.
3. The set of integers Z with scalars in R is not a vector space, since for A = /3 and
any x € Z, we have \x ¢ Z.

After defining vector spaces, we would like to measure distances in such spaces, which
leads to the notion of normed spaces. We have already seen the notation of a norm, but we
revisit it here.

Definition 3.3. (Normed Space) Let X be areal vector space. A mapping ||-|| : X — R
is called a norm on X if

1. ||z|]| > 0 for all z € X (Non-negativity).

2. ||zl =0 < z =0 (Definiteness).

3. [[Az|| = |A|||z]| for all z € X and A € R (Homogeneity).

4. ||z +yl| < ||z|| + |Jy|| for all z,y € X (Triangle Inequality).
The pair (X, || - ||) is called a normed space.

Example 3.4. 1. The set of real numbers R with the absolute value | - | is a normed
space.
2. The space Cla, b] is a normed space with ||z|| = maxcjqy) |2(t)| for x € Cla, b].
3. If || - || is defined by ||z|| = 0 for all z € X, then (X, || - ||) is not a normed space.

We saw the importance of norms in the previous chapter, as they allow us to quan-
tify errors. In Numerical Analysis in general, approximations arise that lead to sequences of
numbers, and we hope that these sequences converge to the true solution. Before studying con-
vergence of sequences, however, we introduce a more general concept: the notion of a Cauchy
sequence, named after the French mathematician Augustin-Louis Cauchy.
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Figure 3.3: Augustin-Louis Cauchy (21 August 1789 — 23 May 1857).

Definition 3.5. (Cauchy Sequence) A sequence {z,}n,en C X is called a Cauchy
sequence if for all € > 0 there exists ng(¢) € N such that

|Xm — zu|l <& Ym,n > mng(e).

In other words, a sequence is said to be Cauchy if for any € > 0 we can find an index

no (depending on ¢) such that all terms of the sequence beyond this index are within € of each

other.

Definition 3.6. (Convergent Sequence) A sequence {x, },eny C X is said to converge
to x € X if for all £ > 0 there exists ng(¢) € N such that

lzn, — ]| <e Vn>mn(e).

In this case we write z,, — = as n — oo.

Example 3.7. In Real Analysis a classic result tells us that every convergent sequence
is a Cauchy sequence, but the converse is not true in general [15, Theorem 3.11].

For instance, consider X = P[0, 1], the space of all polynomials on [0, 1], equipped with
the supremum norm

IPlloo = rax |p(z)].

Define
pn(x) = Z o
k=0

Then {p,} is a Cauchy sequence in (C[0,1],| - [|«), since p, — €* uniformly on [0,1].
However, e” is not a polynomial, and hence {p,} does not converge in X = P[0, 1].

This illustrates that Cauchy sequences are more general than convergent sequences: a
Cauchy sequence may fail to converge if the space is not complete. If we enlarge the space
to C[0, 1], then the same sequence {p,} does converge (to ¢”). This observation motivates
the notion of completeness.

Definition 3.8. (Complete Space) A normed space (X, ||-||) is called complete if every
Cauchy sequence in X converges to an element of X.
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The notion of a complete space was introduced by Stefan Banach, and hence giving rise
to Banach Spaces.

Figure 3.4: Stefan Banach (30 March 1892 — 31 August 1945).

Definition 3.9. (Banach Space) A complete normed space is called a Banach space.

Example 3.10. The Euclidean space R is a Banach space with the Euclidean norm

2 =

This follows since R? is finite-dimensional and every finite-dimensional normed space is
complete.

Lemma 3.11. The space of continuous functions C|a,b] is a Banach space with

o= t).
|zlloo = measc |(2)]

Proof. Let {x,}nen be a Cauchy sequence in Cla, b]. By definition, for every € > 0, there exists
ng € N such that
||xm - In”oo <e Vm,n Z no.

This means
|z () —z,(t)] <e Vit € a,b], Vm,n > ny.

Fix ¢ty € [a,b]. Then {z,(t9)}nen is a Cauchy sequence in R, hence convergent (since R is
complete). Define
z(t) = lim z,(t), t€ a,b].
n—o0
We now claim that x,, — 2 uniformly.
Indeed, given € > 0, choose ng as above. Then for all m > ng and all ¢ € [a, b],

() = ()] < lim [, (8) — ,(8)] <.

Taking maximum over ¢, we get
|Tm — 2||eo < e

Thus z,, — x in the || - || norm.

95



MAG643 - Numerical Analysis of Partial Differential Equations Summer Semester 2025

Finally, since x, converges uniformly to x and each z, is continuous, the limit x is
continuous (Uniform limit theorem, [15, Theorem 7.12|). Therefore x € C|a, b].

Hence Cla, b] is complete under || - ||oc. O
Lemma 3.12. The space of continuous functions C|0,2] is not a Banach space with
1
Jolls = | lo(®)]
0
Proof. We construct a Cauchy sequence in C[0, 2] that does not converge in C[0, 2] under || - ||;.
Define
0 t €1[0,0.5],
t—0.5 1

T (t) = t€0.5,a,), an=05+—.

a, — 0.5
1 t € [an, 2],

Graphically, z,, is a continuous function that rises linearly from 0 at ¢ = 0.5 to 1 at t = a,,, and
stays constant outside this interval (see Fig. 3.5).

1 L 4
g
_Tg(t)
0 [ _Tg(f) B
0 1/2 5/6 1
Figure 3.5: Cauchy sequence of continuous functions in (C[0,2],] - ||1)-

Now consider

1
o = zalli = [ fen(®) = (0] dt.
0
The difference is nonzero only in the interval [0.5, max{a,,, a,}]. A careful computation shows

111 1

|\$m—$n”1:§ m_ nl

Hence, given ¢ > 0, if we choose ng > 1/2¢, then for m,n > ng, we get

|Tm — xa]|1 <&,
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so {z,} is a Cauchy sequence in (C[0,1],] - ||1)-
Non-convergence: Suppose =, — x in || - ||; for some = € C[0,1]. But pointwise, we
see
0 te€10,0.5),
zp(t) — [ )
1 te(0.5,1],

which is a discontinuous step function.

Since  would have to equal this pointwise limit almost everywhere, the candidate limit
is not continuous. Hence z ¢ C|0, 1].

Therefore {z,} does not converge in C[0, 1] under || -||;, and C|0, 1] is not complete with

this norm. O

In the last example, if we take the norm

1
Iz = / () 2dt,

then the same argument will show that C[a, b] is not a Banach space.

From the examples that we have seen, we have noted that we have certain spaces which
form a Banach space with respect to a norm but not with others. As noted we like complete
spaces as they give us the limit and hence now the question is can we create a “bigger” space
which is a completion of Cla, b)].

3.1.2 Space of Measurable Functions

Definition 3.13. (L? Measurable Functions) Let Q2 C R? be an open and bounded
domain. We denote by [P, 1 < p < oo, the set of measurable functions f : 2 — R for
which

@ ds < .

Similarly, the set of measurable functions f : 2 — R satisfying
esssup {|f(x)| : x € Q} < o0,

is denoted by L*>*°(Q2). Then L?(Q2), p € [1, o], is a real vector space with the norm

1/p
||f||p=(/9 |f(fc>|”dfv> 1 Wpa— ]

respectively.

Now, to check if L?(€2) is a Banach space, we first need to verify whether || - ||, is a
norm. The conditions of non-negativity and homogeneity are straightforward. For definiteness,
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we identify functions that are equal up to a set of measure zero. This identification is important,
since if M C () has measure zero, then

/‘f(l’)\pdx:() = f(x)=0 forz e Q\ M.
Q

The last property is the triangle inequality, which in the case of L” spaces is known as the
Minkowski inequality. Its proof follows from another important result, namely Holder’s in-
equality.

Fun Fact: Holder’s inequality was actually proven by the British mathematician
Leonard James Rogers but Holder cites Rogers work and reproves it.

Figure 3.6: Otto Holder (22 December 1859 — 29 August 1937, left) and Hermann Minkowski
(22 June 1864, 12 January 1909, right).

Lemma 3.14. (Holder’s Inequality)[13, Proposition 6.1.1] Let 1 < p < oo and let q

be the conjugate exponent of p, i.e.,
1 1
“4=1,
p q

with ¢ = oo when p=1. If f € LP(Q) and g € LY(R), then

Ifglly = /Q [f(@)g(@)[dp < ([ Fllp [l9lq-

Remark 3.15. For p = q = 2, we recover the well-known Cauchy—Schwarz inequality.

Lemma 3.16. (Minkowski Inequality)[13, Proposition 6.1.2] Let 1 < p < oo and
f,g € LP(Q2). Then f+ g € LP(Q) and

1+ gllp < [1£llp + llgllp-

One of the important properties of these LP spaces is that they are contained in one
another, a property known as embedding.

Lemma 3.17. (Embedding Lemma) Let 1 < p < q < co. Then
L1(Q) C LP(Q),

and

Q=

1£llp < ()27 || £l
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Remark 3.18. The above embedding lemma states that if p < ¢, then LY(Q2) C LP(Q2). In
particular, if a function is L-integrable, then it is also LP-integrable.

Example 3.19. In the above lemma if €2 is not bounded, then the result does not hold.
Consider f(z) = x € R. Then

L
14[z|

1 >~ 1
= =2 = 2 [log(1 + = 0.
I fllx /R T+ o] dx /0 = dx [log( z)],

Hence f ¢ L'(R). However,

1 o0 1 1 &0
5= ———de=2| ———dv=-2 =2 :
171> /Rmrznzdx / Trar [1+w]0 <o

Thus, f € L*(R).

Introduction to Measure Theory

In the above definition of a measurable function, we introduced the notion of measure. Before
delving deeper into function spaces, we take a brief detour to understand what we mean by
measure and measurable functions.

Remark 3.20. In mathematics, the concept of measure is a generalization of geometrical mea-
sures (length, area, volume). Since the idea of area is closely related to that of integration,
measure plays a fundamental role in integration theory.

Before defining a measure, we first want to characterize the subsets of a set X that can
be regarded as measurable. This leads to the notion of a g-algebra, introduced by Emile Borel
in 1898.

Figure 3.7: Emile Borel (7 January 1871 — 3 February 1956).
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Definition 3.21. (o-algebra) Let X be a set. A o-algebra is a collection S of subsets
of X such that:

1. X eS8,

2. If A€ S, then A° € S,

3. If A; € S for ¢ € N, then

GAi €S
i=1

The pair (X, S) is called a measurable space, and the members of S are called measurable
sets.

Example 3.22. 1. On any set X, S = {0, X} is the trivial o-algebra.
2. The power set of X is the largest possible g-algebra.

3. The Borel o-algebra on R is the smallest o-algebra containing all open intervals of
R.

Now that we have the notion of measurable sets, we can introduce the concept of a
measure.

Definition 3.23. (Measure) Let (X, S) be a measurable space. A measure on X (de-
noted by p) is a function
S — [0, 00,
satisfying:
L pu(0) =0,
2. w(E) >0forall FeS,
3. (Countable additivity) For any sequence {Ex}32; of pairwise disjoint sets in S,

I (U Ek) = p(E).

The triple (X, S, u) is called a measure space.
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Example 3.24. 1. Counting Measure: Let X be a non-empty set and let S be the
collection of all subsets of X (the power set, which is a o-algebra). For £ C X,
define

number of elements of £, if F is finite,
u(E) =

0, if F is infinite.

This defines a measure called the counting measure.
2. Dirac Measure: Let (X,S) be as above and let xy € X be a fixed point. For

FE C X, define
1, ifzg € E,
u(E) = { ’

0, otherwise.

This defines a measure on X called the Dirac measure. Thus, the same measurable
space can carry different measures.

After these examples of measures, we now turn to measurable functions.

Definition 3.25. (Measurable Function) Let f : X — R be a given function. It is
said to be a measurable function if for all @ € R we have

f_l((oz,oo)) ={reX: f(z)>a}

is a measurable set.

Example 3.26. 1. Indicator Function: Let (X,S) be a measure space and E € S.
The indicator function is given by

(2) 1 ifzekF,
€Tr) =
XE 0 ifz¢E.

Here, for @ > 0 we have {z € X : yg(z) > a} equal to E, ), or X.
2. Simple Functions: Finite linear combinations of indicator functions are called
simple functions:

p(x) = ZaiXEi(I), E, €S8, a;, €R.
=

We will discuss them later in detail.
3. Continuous Functions: Continuous functions are measurable since the inverse
image of an open set is open, and hence belongs to the Borel o-algebra.

One of the most important classes of measures is the Lebesgue measure, named after
the French mathematician Henri Léon Lebesgue. This is the generalization we mentioned at
the beginning of this section.

Let I = [a,b) be an interval whose length is denoted by ¢(I). For any subset £ C R,
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Figure 3.8: Henri Léon Lebesgue (28 June 1875 — 26 July 1941).

the Lebesgue outer measure, denoted by u*(E), is defined as
pH(E) = inf Y (I,
n=1

where the infimum is taken over all countable collections of intervals with £ C (J), I,.

A set FE is said to be Lebesgue measurable if it satisfies the Carathéodory criterion,
ie.,

pr(A) = pr (AN E) + p (AN E),

for every set A C R. In this case, the outer measure p* restricted to measurable sets is called
the Lebesque measure pu.

In the case £ C R?, the outer measure is defined as

p*(E) = inf {Z vol(B)} ,

where C' is a countable collection of boxes covering E, and vol(B) denotes the volume of the
box. If E satisfies the Carathéodory criterion, then p* defines the Lebesgue measure on R

Remark 3.27. A set E C R? is said to have measure zero if for every ¢ > 0 there exists a
countable collection of d-dimensional rectangles {I} such that

1. EcU>, I

2. > iy ule) <e.

That is, for every € > 0 we can cover E with a collection of intervals whose total measure is
smaller than ¢.

Let us recap what we have done so far: we introduced the notion of a g-algebra, then

defined measure, and more importantly, the Lebesgue measure. The reason we studied all this
is to generalize the usual notion of integration.
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Definition 3.28. (Simple Function) Let (X, S, 1) be a measure space and let £ € S.
The characteristic function of E, denoted by xg, is defined by

(z) 1 ifzek,
xT) =
XE 0 ifcdE.

A simple function is a function s : X — R of the form

s(@) = Y anxa, ),

where a; € Rand A; € Sfor1 <i < m.

We define the integral of a non-negative simple function s(z) by

/sd,u = Z%M(Ai)-
" i=1

Lemma 3.29. Let (X,S) be a measurable space and let f : X — R be a non-negative
measurable function. Then there exists a sequence {s,} of non-negative simple functions
such that

0<s,<sn1<f, Vn,

and
lim s,(z) = f(z) Vze X.

n—oo

This means that every non-negative measurable function can be approximated by non-
negative simple functions. Hence, we define the integral as

/fd,u::sup{/sd,u: s simple, 0§3§f}.
X b's

We are now in a position to define the integrability of a general measurable function f.

Definition 3.30. (Integrable Function) Let (X,S,u) be a measure space and let
f X — R be a measurable function. Then f is said to be integrable if

/Ifldu<oo,
X
fl=f"+f" fT=max{f,0}, f~ =-min{f 0}.

In this case, we define
/ fdp :=/ f*du—/ fdp.
b's X X
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Example 3.31. 1. If p is the counting measure, then any real-valued function f on
N is measurable and can be identified with a sequence {a,}, where f(n) = a,. In

this case,
/ fdp=>"ay
N n=1

2. If p is the Dirac measure concentrated at xy € X, then for any function f : X — R,

/deMZf(l“o)-

Remark 3.32. If E is a set of measure zero, then

/E|f\du=0-

Examples of sets of measure zero include any finite set of points, or any countable set such as
QN [0,1]. This observation is important: suppose we have an integrable function defined on
a domain Q. If we replace Q with Q* := Q\ E, where E has measure zero, then the integral
remains unchanged.

In particular, the limit obtained in Lemma 3.12 is a measurable and integrable function,
since the discontinuity occurs only at finitely many points (a set of measure zero).

Finally, we recall the notion of the essential supremum, which is used in the definition
of the || + ||oo norm.

Definition 3.33. (Essential Supremum) Let f be a measurable function. The essen-
tial supremum of f, denoted by esssup(f), is defined as

esssup(f) =inf{a e R: f <« ae.}.

We have now completed a brief introduction to measure theory, focusing only on the
results essential for our purposes. The key points included: the notion of a measure, measurable
functions, and most importantly Lebesgue integration. A good introduction to Measure Theory
can be found in [20].

3.1.3 Dual Space

We have defined what is a normed space, a Banach space, and even looked at a very important
class of Banach spaces. Now we look at another space, a space of functions (more precisely,
functionals) that act on the space X.
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Definition 3.34. (Linear Functional) Let (X, || - [[x) be a normed space. A mapping
g: X — R is called linear if

glax + By) = ag(x) + Bg(y) Va,B€R, z,yeX.
A linear mapping ¢ : X — R is continuous if there exists a constant C' > 0 such that
9(z)| < Cllzflx Yz e X

Such a mapping ¢ is referred to as a linear functional.

The definition of continuity might appear similar to the definition of boundedness. In
fact, in Functional Analysis they are equivalent.

Remark 3.35. On finite-dimensional spaces all linear functionals are continuous, but in infinite-
dimensional spaces this is not necessarily true.

Definition 3.36. (Dual Space) Let us define the sum of two continuous linear func-
tionals g; and ¢o, and the multiplication of a continuous linear functional g with a real
number «, by

(91 +92)(z) = 1 (x) + g2(x) and (ag)(z) =ag(z), a €R, z € X.

Then the set of all continuous linear functionals forms a linear space, called the dual
space X*. If g € X*, we denote g(z) by (g,z) for z € X.

Lemma 3.37. The set X* of continuous linear functionals x — (g, z) on X is a Banach
space with respect to the norm

ol i= sup 22,
o£eex [|Z]x

Proof. We need to show two things: (1) || - |

x+ i1s a norm, and (2) (X*, || - |

x+) is complete.

Step 1: || -|

x+ is a norm. Clearly ||

x+ >0 for g € X*. Also,

lglx-=0 & (g,2)=0 VzeX & g=0.
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For homogeneity, let A € R:

_ [{Ag, 2)
Xx= = Ssup
0£zeX Han
A
_ s Mo
0£zeX ||x||X
(g, )|

=[] sup ———=
0#£zeX ]|l x

= [Alllg]

IAg]

X*-.

For the triangle inequality:

. {91 + g2, )|
x+ = sup ——=1
0#£zeX ||| x
= sup ‘<91,$>+<g2,$>|
0#zEX ||| x
|<91;$>|Jr sup |(g2, )|
ozeex 1Tllx  opeex |l7lx

= |lg1llx+ + [|g2]

g1 + g2

X*-

Hence || - |

x+ 1S a norm.

Step 2: X* is complete. Let {g,},en be a Cauchy sequence in X*. Then for all € > 0, there
exists ng(¢) € N such that

lgm — gullx+ < e for all m,n > ng(e).

Fix z € X. Then
[(Gn> ) = (Gm> )| = [{Gn — Gim> )]

< Hgn - gm|
<ellz|x.

X* IHX

Thus {(gn, *) }nen is a Cauchy sequence in R, hence convergent. Define

g(x) == lim (g,,z) Vxe X.

n—oo

Linearity: For o, € R and z,y € X,
glaz + By) = lim (gn, ax + fy)
= a lim (g,, z) + 5 lim (g, )
= ag(z) + Bg(y).

Boundedness: Since every Cauchy sequence in a normed space is bounded, there exists C' > 0
such that ||g,||x~ < C for all n. Then

zllx < Offflx.

[{gn )] < [[gnllx-
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Passing to the limit n — oo, we obtain
lg(x)| < C|lz||lx, VzelX,

which shows that ¢ is continuous.

Therefore, g € X* and g, — g in X*. Hence X* is complete, i.e., a Banach space. [

Example 3.38. For 1 < p < oo, the dual of L?(Q) is L(£2), where ¢ is the conjugate

exponent of p, i.e.,

1 1
S4+-=1

p q
For p = 1, the dual of L}(Q) is L>°(Q), but for p = oo the dual space is the space of
bounded finitely additive signed measures (strictly larger than L!()).
At first glance, it may appear strange that LI(€2) is the dual of LP(2), since L4 is the space
of g-integrable functions, whereas (L?)" is the space of continuous linear functionals. In
fact, there exists an isometric isomorphism between (LP)* and L9: every g € L? induces
a functional T, € (L?)" defined by

Tg(f):/ﬂf(:v)g(x)dx for f € LP(Q),

and this correspondence preserves the norm. Hence we may identify elements of (L7)"
with elements of L9.

3.1.4 Hilbert Space

Until now we have discussed vector spaces and how to measure distances in them. Now, we
want to see how the elements of X interact with one another. For this, the notion of an inner
product comes.

Definition 3.39. (Inner Product and Hilbert Space) Let X be a linear space. A
mapping (+,-) : X x X — R is called an inner product on X if
1. (z,y) = (y,x) for all z,y € X (symmetry),
2. (ax + By, z) = alz,2) + By, z) for all x,y,z € X and o, € R (linearity in the
first argument),
3. (x,z) >0forz #0 (positive-definiteness).
The space (X, (+,)) is referred to as an inner product space. An inner product also induces

a norm on X denoted by
z]lx = v/ (z, ).

If (X, || - ||x) is complete, then it is referred to as a Hilbert space, named after the German
mathematician David Hilbert.
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Figure 3.9: David Hilbert (23 January 1862 — 14 February 1943).

Example 3.40. 1. X = R"is an inner product space with (-, -) being the dot product,
i.e.,

(z,y) = Z%?Ji for z,y € R™.

i=1

2. X = L*Q). For f,g € X, the inner product defined by

(ﬁm=Lf@M@M,

makes L?((2) into a Hilbert space.
3. X =C(Q) with the inner product

<ﬁm=lj@M@Mx

is an inner product space, but it is not a Hilbert space as it is not complete under
the induced norm.
4. X = LP(Q), p # 2, is not an inner product space but merely a normed space.

Remark 3.41. One way to check if a normed space is induced by an inner product is to verify
the parallelogram law, i.e.,

1f +gl* + 11 = gll* = 2I1L£1* + 2llgl,

for all f,g € X. For (L”,|| - ||,) with p # 2, this law fails and hence it is not an inner product
space.

For instance, consider

o [P ose<0s 0 [0 0sa<os
xr) = €T) =
0 05<z<1 7 1 05<xz<l.

Then | f|If = llglli = 0.25, but |[f + glli =1 and ||f — g|]f = 1. Hence, (L', ]|-[}1) is not a
Hilbert space.

Remark 3.42. So far, we have looked at normed spaces, Banach spaces, inner product spaces,
and Hilbert spaces.
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e Normed spaces are the most general framework.

e Banach spaces are normed spaces that are complete.

e Inner product spaces are spaces equipped with an inner product, which induces a norm.
Hence, every inner product space is a normed space.

e Hilbert spaces are special classes of inner product spaces that are complete in the norm

induced by the inner product.

Remark 3.43. Given a normed space, if its norm comes from an inner product, then this inner
product is unique (determined by the norm) via the polarization identity.

Now, what is so nice about inner product spaces? We introduced the notion of func-
tionals in the last section. If we have a linear functional ¢ € X*, then we can characterise its
entire action on X using only an element of X and the inner product. This is called the Riesz
Representation Theorem, named after the Hungarian mathematician Frigyes Riesz.

Figure 3.10: Frigyes Riesz (22 January 1880 — 28 February 1956).

Theorem 3.44. (Riesz Representation Theorem)|2, Theorem 2.4.2] Let X be a
Hilbert space. Then for every g € X* there exists a unique uy, € X such that for all
reX,

(2, ug) = (g, 2),  llugllx = llgllx--

Hence, we can identify the elements of the dual space X* with the elements of the
Hilbert space X itself.

We have not proved any theorems here. In the following sections, if required, we will
use these results and prove them as needed.

3.2 Sobolev Spaces

Until now we have discussed integrable functions, but as we are working in a PDE setting, we
are interested in differentiable functions.

The classical notion of the derivative of a function u(x) that we are familiar with is

i (z) = lim u(x+h) — u(x)
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The above definition is “local” in the sense that it describes the derivative around the point
x. However, in PDE analysis we are interested in a more global view: we want to interpret
derivatives in such a way that they belong to L? (or more generally L?) spaces.

To generalize the notion of derivatives, we need some preliminary notations.

Definition 3.45. (Compact Support) Let f : Q@ — R be a real-valued function defined
on a domain Q C RY. The support of f, written as supp(f), is the closure of the set of
points in €2 where f is non-zero:

supp(f) = {z € Q: f(z) # 0}.

If supp(f) is compact,” then we say that f has compact support.

“In R? a compact set is one which is closed and bounded. For example, [0, 1] is compact, but [0, c0)
is not compact (closed but not bounded).

Outside the support of f one can naturally extend the function by defining it to be
zero. If € is bounded, then saying that u has compact support in €2 is equivalent to saying that
u vanishes in a neighborhood of 0f2.

Example 3.46. The function f : [-1,1] — R defined by f(x) = 1 — z? has supp(f) =
[—1, 1], which is compact.

Definition 3.47. Let Q C R% We denote by D(Q2) or C°(Q2) the set of infinitely
differentiable functions with compact support in 2.

The space D(£2) will be our “test function” space, which we use to generalize the notion
of derivatives.

Definition 3.48. (Locally Integrable Functions) Given a domain 2 C R?, the set of
locally integrable functions, denoted by L (), is defined as

loc

Li.(Q)={f: feLY(K) forall compact K C Q}.

Remark 3.49. Given f € LL (Q), one can always define a linear functional on D(Q) by

loc

Ty(o) = / f(@)p(@)dz, e D).

Such functionals are called distributions.
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Example 3.50. 1. Any continuous function f defined on © belongs to L .(Q), since
continuous functions are bounded on compact sets, and compact subsets of €2 have
finite measure.

2. Let x € R? and define

5x(p) = p(x) V¥ @ € D(RY).

This is a linear functional on D(R?Y). If x = 0, then this is the Dirac distribution
at the origin.
This functional cannot be represented by a function in L _, and hence it is not
itself a function.
Proof of non-representability: Assume that dg can be represented by a function
f € LL_. Then, for every € > 0, let . € D(R?) be such that - supp(p.) C B(0;¢),
-0<p.<1,-p.=1o0n B[0;¢/2].
Then

do(pe) = p=(0) =1,

while, by the assumption,

o) = [ 1t = [ feetans [ (se9lax

As ¢ — 0, the last integral tends to zero by local integrability of f, leading to a

contradiction. Therefore, g cannot be represented by an L{ . function.

Definition 3.51. (Weak Derivatives) A function f € L\ () has a weak derivative
D f provided there exists a function g € LL () such that

/Qg() (z)dz = (— ""'/f z)dr Y p € D).

If such a g exists, we define D*f := g.

The notion of weak derivative may appear abstract at first, but let us see how it
naturally arises. Suppose f € C*(Q2) with Q C R. Then, by integration by parts,

| @¢ @ = f@petal,, - [ F@ptds

Since ¢ € D(Q) vanishes on 0f, the boundary term drops out:

| 1@¢@de == [ rapw

Thus f’(x) appears in the identity above.

If f’(z) does not exist in the classical sense, but some g € L (Q) satisfies the same
identity for all test functions ¢ € D(Q2), then we call g the weak derivative of f.

The reason this works is that D(£2) is dense! in LP(Q) for 1 < p < oo, so such g (if it

1A subset A is dense in X if A = X.
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exists) is uniquely determined.

Example 3.52. Let d =1, Q = [—-1,1], and f(z) =1 — |z|.
First weak derivative. We claim the weak derivative of f is

1, =<0,

9(z) = {—17 z > 0.

(its value at = 0 is irrelevant). Indeed, for ¢ € D(Q),

/_11 f@)¢ (z) do = /0 1+ )¢ (z)dx + /01(1 — 2)¢/(z) dz

=1+ 0pw)| - [ ety
+ (1= 2)p(a)]

Since p(£1) = 0 and ¢ is continuous at 0, this becomes
0 1 1
- [W-e@do- [ () et = [ g .

-1 0 _

Hence g is the weak derivative of f.

Second weak derivative. Now let h be the weak derivative of g. Then for ¢ €
D([-1,1]),

_ _</11-gp’(:v)d:v+ / (~1) - ¢/(x) de)
= —(#(0) — (1) = ((1) — ©(0)))-
Since p(£1) = 0, this reduces to

2(0) = / 260(2) p(x) da.

1

Thus the weak derivative is h(x) = 20¢(z). However, dy ¢ L. (Q), so the second weak

loc
derivative (and higher ones) do not exist as functions in L.

But in the second differentiation example we obtained an object that is not a weak
derivative in L{ , but still makes sense as a distribution. This motivates a more general concept,

the distributional derivative. Before that, we recall the notion of distributions.
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Definition 3.53. (Distribution) A continuous linear functional on D(f2) is called a
distribution on §2. The space of all distributions is denoted by D'(£2), i.e., the (topological)
dual of D(Q).

Example 3.54. 1. Let f € L] (). Define T} : D(Q) — R by

loc

Ty() = / F(@)p(x) de.

Then T} is a distribution.
2. Let x € R% Define the Dirac distribution by

ox(p) = p(x),  ©eDR?).

Physicist Paul Dirac introduced the notion of the Dirac § “function,” but it initially
lacked rigorous mathematical meaning. Laurent Schwartz later provided the correct framework
in the theory of distributions.

Figure 3.11: Paul Dirac (8 August 1902 — 20 October 1984, left) and Laurent Schwartz (5
March 1915 — 4 July 2002, right).

Definition 3.55. (Distributional Derivative) Let 2 C R? be an open set and let
T € D'(2). Given a multi-index o, the distributional derivative of T is defined by

D*T(p) = (-1)*T(D*p), V¢ e D).
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Example 3.56. 1. The distribution 20, obtained earlier is the distributional deriva-
tive of g(z) = sign(z).
2. Consider the Heaviside function on R:

Hiz) = {1, x>0,

0, x<0.

Clearly H € L (R), hence it defines a distribution. For ¢ € D(R),

T4(0) = (~1)T(y) = — / e ) o),

Thus, dg is the distributional derivative of H.

If a function f is sufficiently smooth, then the classical, weak, and distributional deriva-
tives all coincide. If f € Ll _ but is not classically differentiable, its weak derivative may still

exist; if not, its distributional derivative always exists.

Having introduced weak derivatives, we can now generalize Lebesgue norms and spaces
to include derivatives.

Definition 3.57. (Sobolev Spaces) Let &k € Ny and let 1 < p < co. Suppose f €
L .(Q) and all weak derivatives D f exist for || < k. Then we define the Sobolev norm

1/p
(St 1D leey) > 1<p< o,

| Fllwee@) ==
maX|q|<k || D fllLe @), p = oo.

The Sobolev space W*P(€2) is then defined as

WE(Q) == { € Lio(®) ¢ [|fllwiney < 00}

The name Sobolev space comes from the Russian mathematician Sergei Sobolev.

Figure 3.12: Sergei Sobolev (6 October 1908 — 3 January 1989).

It is straightforward to check that || - |lwr.r(q) defines a norm, and the corresponding
Sobolev space is in fact a Banach space.

When we defined a norm in Sec. 3.1.1 we forgot to mention another important concept
called a semi-norm. A semi-norm is one which satisfies properties 1, 3, and 4 of a norm, but
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may have ||z|| = 0 even though x # 0.

Example 3.58. Define p : R*> — R by p(x) = z;. Then this is a semi-norm since, for
x = (0,2), we have p(x) = 0 but x # 0.

Definition 3.59. For k a non-negative integer and f € W*?(Q) we define the Sobolev

semi-norm by
1/p

|f|Wk»P(Q) = Z ||D$vlf”€p(9) )

|a|=k

for 1 < p < oo, and in the case p =

| flwr.oo (@) = max || DY flLe (-
la|=k

Now let us look at some Sobolev spaces and how these norms look in practice.

Example 3.60. 1. Forp=1, k=1,

Wl’l(Q) = {f < Llloc(Q) : “fHWl’l(Q) < 00}7

where

£ lwii@ = > I1Dg flluie-

le|<1

For 2 C R?, we have a = (0,0), (1,0), (0,1). Hence

of

ox

of

+0y

L'(©)

LA llwrr@) = 1 fllea) +

L1()

2. Forp=2 k=1,

WA(Q) = {f € Lho(®) ¢ [|f lwra < 0o}

where

2 2

of

ox

af

||f||%v1»2(9) = Z ||D$f|’iz(9) = ||f||52(9) + 7

o<1

+
L2(Q)

L2(Q)

For the special case p = 2, the space L?(2) is a Hilbert space. Similarly, the Sobolev
space W*2(Q) is a Hilbert space with the inner product

(u,v)wk,z(m = Z (D, DSV‘U)LQ(Q) = Z /D;‘V‘u(x) Dgv(x)dx, Yu,ve Wkg(Q)
Q

<k <k
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This space is so important that it has another notation:
WH2(Q) = H*(Q).
From now on we shorten some notation. If the domain is clear we write || - ||wks(q)
simply as || - ||, (and similarly for the semi-norms). For H*(Q2) we write || - [|grq) as || - [|&-

We also use D* to denote DS, and write V f for the gradient, i.e.,
0 0
vi=(oh g,

8w1""’8xd

Definition 3.61 (W™ (Q2) Space). We denote by WP (Q) the closure of C°(€) in the
norm || - ||z, Similarly, Hf(Q) is the closure of C°(£2) in H*(Q).

We now mention an important inequality that relates the Sobolev semi-norm and the
norm: the Poincaré inequality.

Lemma 3.62 (Poincaré Inequality). [10, Lemma 1.7| There exists a positive constant
Cp (depending only on Q) such that

lollop < Crlvliy, Yo € WP (Q),

where ||[vl|o,, = ||U||LP(Q)'

Proof. We split the proof into two steps.

Step 1: Reduction to smooth compactly supported functions. Assume the Poincaré
inequality holds for every v € C5°(12), i.e. there is a constant Cp such that

[wllr@) < Cplwhy, Ve Q).
Let v € WyP(Q). By definition of WP (Q) there exists a sequence {v,} C C°(Q) with v, — v
in the || - ||; ,-norm. Using the triangle inequality and the assumed inequality for v, we get, for
every n,

[ollur@) < [lv = onllLr@) + llvnllir @
< v = vnllur@) + Cp [vnliy
< llv = vallur@) + Ce(lv = valip + v]1)
< (1+Cp)llv = vnll1p + Cp [v]1p-
Letting n — oo and using v, — v in || - [|1p gives ||v||Lr() < Cp |v|1,,. Thus it suffices to prove

the inequality for v € C5°(€2).

Step 2: Proof for v € C°(2). Extend v by zero outside 2. Choose a > 0 such that

Q C [~a,a] x R For x = (x4,...,24) we have
X1 8
v(x) = y a—;(s,@, co,Tg) ds,
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because v(—a, s, ...,xq) = 0 (extension by zero and compact support).

Let g be the conjugate exponent of p (so 1/p+ 1/q = 1). By Holder’s inequality,

1/p 1/q
ov p o
lv(x)] < (/ 8_(8 Toy ..., Tq) ds) (/ lqu)
1/p
(2a) 1/‘1( pds) .

Raising to the p-th power gives

(8, 22,...,2q)

a9 p
6P < (201 [ | )
_aq 1021
Integrate this inequality over all x € Q. For fixed xo, ..., 2, integrate in x; € [—a,a] and then

integrate over the remaining variables; by Fubini’s theorem we obtain

/|v )P dx < 2ap/q//
(2a) p/q/ / v — (8,9, ...,2q) pd(xg---xd)ds
(@2, 2a) (5,22, 2a)ER ) | OF1
< (2a)"/ - (2a) /Q ‘a_xl(x)
= (2a)tP/a /Q ‘ 5_; )"

Since 1 + p/q = p (because 1/qg =1—1/p), we get

(s ZEQ,...,ZL‘d)‘ ds dx

||U||LP(Q) (2a) ”awl””Lp(Q)’

hence
[l < 200z, -

Finally, recall the definition of the Sobolev seminorm:

1/p
V)1, = <Z 8z,0||; L Q)) .

Since each term in the sum is nonnegative, in particular HamvHLp @ < |v]1 . Combining with

the previous inequality yields
[vl[r(e) < 2afvfp.

Thus the Poincaré inequality holds for all v € C§°(£2) with Cp = 2a, and by Step 1 it holds for
all v € WP (Q). O

By succeessive application of the Poincare inequality shows that the semi-norm | - |5,
is equivalent to the norm || - ||, on W§?(Q), i.e.,

[lep < ollip < Cloly Vv € Wy(Q).
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Why are semi-norms important? Recall the Poisson equation with pure Neumann boundary
conditions: here, the choice of norm is crucial. If we take the L?-norm or the full H!-norm,
constants still remain an issue since these norms do not annihilate them, and hence the bilinear
form is not coercive. In this case, the H' semi-norm makes sense as it vanishes on constants.
Moreover, the H! semi-norm quantifies the gradient, which is useful for measuring the irregu-
larity of solutions.

3.2.1 Sobolev Embedding Theorem

We know that certain L? spaces are contained within others. This also holds for Sobolev spaces.
Some inclusions are straightforward:

W™P(Q) ¢ WHP(Q)  for m > k,
with k£, m non-negative integers. Another one is
WH(Q) ¢ WFP(Q) for 1 < p < q < oo,
since L¢ C I” when ¢ > p.

But there are more subtle inclusions. Before stating them we define what a continuous
embedding is.

Definition 3.63. (Continuous Embedding) Let X and Y be two normed spaces with
norms || - ||x and || - ||y respectively. We say X is continuously embedded into Y if X C Y
and there exists a constant C' > 0 such that

lzlly < Cllzllx Yz € X. (3.1)

We denote the embedding by X — Y.

Theorem 3.64. (Sobolev Embedding Theorem) [10, Theorem 1.5] Let Q C R? be
a domain with Lipschitz boundary. Then, for k > 0 and 1 < p < o0, the following
continuous embeddings hold:

WHP(Q) — LP(Q) with — =
p
WEP(Q) — LUQ) Vg<oo, ifk=-—,
p
k 0,k—d/p () L d d
WrP(Q) — COF/P(Q) zf]—9</~c<2—?+1,
WEP(Q) — Co*(Q)) VYae(0,1), z‘fk:gﬂ,

WE(Q) < @) ifk > L4
p

The last three embeddings are into spaces of Holder continuous functions (see Defini-

tion 1.4). Note that L” is a much larger space than C(£2), so in the last three cases one modifies
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a function v € W*?(Q) on a set of measure zero to obtain a continuous representative o. In
practice, we do not distinguish between v and v.

Why are these embeddings important? They tell us about the additional regularity
that functions in Sobolev spaces possess. For example, let d = 1, p = 2, and £ = 1. Then
d/p=1/2,s0 k=1>d/p and hence

H'(Q) < C*/2(Q).
Thus one-dimensional H!' functions are continuous. If d = 2, then d/p=1and k =1 = d/p, so
HY(Q) — LY(Q), Vg < oo,

but not into continuous functions. This shows the critical nature of Sobolev embeddings.

Example 3.65. Consider
flr)= log( — logr)

on the domain
Q= {(z1,72) €eR?: 27+ 25 <1/2},

where r = /23 + 22. Clearly f(r) is not continuous at r = 0 since log(—logr) — 400
as r — 0.
However, using polar coordinates, we compute the Sobolev seminorm:

2 pl/2 8f
= |V 2alX:/ /
o= [ 1vsrax= [ [T

2 1/2 d

— rdrdgo=27r/ —T<oo.
0

Hence f € H'(Q) despite the singularity at r = 0.

r(logr)?

Remark 3.66. The critical nature of Sobolev embeddings in three dimensions is also reflected
in the Millennium problem for the Navier-Stokes equations. In 3D, the embedding H!(R?) —
LS(R?) is just sufficient to control certain nonlinear terms, but not strong enough to guarantee
global existence and uniqueness of solutions. This borderline embedding is one of the reasons
the global regularity problem remains open.

3.2.2 Trace

The reason we are studying Sobolev spaces is to solve Poisson boundary value problems. Now
the boundary of Q C R? is in R?"! and hence its d-measure is zero (for example, the area of a

line is zero). But one still needs a way to represent the boundary values by a function defined
on €.

Let us take an example. Say Q = (0,1)? and u(zy,z2) = ml_a/z with 0 < a < 1. Now,

fulp = [ o) ax
Q
1 1
= //:Ul_“dazgdxl
0 JO
1
< Q.

l—«
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Hence u € L*(Q) but u|,,—o = co. Therefore we need a way of defining the boundary values.

Theorem 3.67. (Trace Theorem)|7, Theorem B.52|,[1, Theorem 5.36] Let 1 < p < oo
and Q C R? be a bounded domain.
e [f Q) has Lipschitz boundary I', then the trace operator

tr : WHP(Q) — W-1/P2(T)
18 bounded and surjective. Moreover,
WoP(Q) = {v € WHP(Q) : tr(v) = 0}.
e More generally, if Q2 has C™% boundary, then for m > 1,
tr : W™P(Q) — Wm=1/Pe(T)

18 bounded and surjective.

Now for p = 2 the trace operator is
tr : HY(Q) — HY*(I),

and as it is surjective every function in H'/2(I") is the trace of a function in H'(f2). This is
useful in the case we seek solutions to PDEs that satisfy given values on I'.

Corollary 3.68. |10, Corollary 1.1] Let 1 < p < co and Q C R? be a bounded domain
with Lipschitz continuous boundary I'. Then there exists a positive constant C' such that
for all g € W=Y/PP(T) there exists u, € WHP(Q) satisfying

tr(ug) =g and lugllipe < Cliglh-1/ppr-

The function u, is called the lifting operator of g in WhP(Q).

Remark 3.69. The target space W™~ 1/PP(T) we have used is called the Sobolev-Slobodeckij
space. If we drop the smoothness condition of C"™* boundary to just Lipschitz boundary then
the natural target becomes a larger space called a Besov space.

Now, in the last result we have introduced half spaces like H/2(T"). But what is half
differentiability? Fractional spaces are quite an advanced topic and are clearly out of scope of
this work. For completeness we mention them, but the only important thing to remember is
that the solution loses 1/p regularity on the boundary.

For 1 <p <ooand 0 < o <1 we define
WP (Q) = {u e LP(Q) : [u]lwer) < oo},

where

— P
[u]z\jivo,p(ﬂ) = / ulx) - uly)| dxdy,
aJo

|x — y|dtor
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and we define the norm on this space by

[ulRyero) = lullts@) + [Wlyer @)

In the case of a general exponent s € Rt, we write s = m + o with integer m and
0 < 0 < 1, and define the space

WP(Q) = {u e W™P(Q): D% e W?P(Q) V|a| =m},

with norm
ullyer@y = ltlimay + D ID%ulyone

|ee|=m

For an in-depth study we suggest the paper [6].

Remark 3.70. The last thing we want to mention about Sobolev spaces is their dual. Let
1 < p < oo and ¢ be the conjugate exponent of p. Let @ C R? Then the dual of ng’p(Q)
is denoted by W=%4(Q). In particular, if p = 2 then H7%(2) is the dual of H5(Q2). Negative
Sobolev spaces are often defined using Fourier transforms and in practice measure how non-
smooth the functions are. We will revisit this topic later. The important thing to note is the
hierarchy of spaces

Hy () — L*(Q) — H ().

3.2.3 Gauss and Green Formulas

One key aspect that we will use further is the generalization of the integration by parts formula.
Here the regularity of the domain and the solution becomes very important.

Theorem 3.71. (Gauss Theorem) Let Q C R? for d > 2 be a bounded domain with
Lipschitz boundary T. Then for u € WH1(Q),

[ ot ax= [ uts)ni(s)as.

where n = (ny,...,ny) is the unit outward normal vector to T.

Corollary 3.72. Let the conditions of Theorem 3.71 on € be satisfied. Consider u €
WLP(Q) and v € WH(Q) with p € (1,00) and 1/p+1/q=1. Then

/ dyu(x) v(x) dx = /F (s)v(s) ny(s) ds — /Q u(x) O (x) dx.

Proof. Since u € W'(Q) and v € WH(Q), we have uv € WH1(Q) (by Holder’s inequality).
Applying the product rule and Theorem 3.71 to uv yields the result. m

From the above corollary we obtain Green’s formula, first given by the British mathe-
matical physicist George Green in 1828.

81



MAG643 - Numerical Analysis of Partial Differential Equations Summer Semester 2025

Corollary 3.73. (Green’s Formula)|7, Corollary B.59| Let the conditions of Theo-
rem 3.71 on §2 be satisfied. Then

/ Vu(x) - Vou(x) dx = %(s) v(s)ds — / Au(x) v(x) dx,
Q r on Q
for all uw € H*(Q) and v € H'(Q).
Proof. The proof follows by summing over ¢ = 1,...,d in the previous corollary. O

Figure 3.13: Carl Friedrich Gauss (30 April 1777 — 23 February 1855, left) and George Green
(14 July 1793 — 31 May 1841, right).

3.2.4 Domains

We have seen certain types of domains that play an important role in defining results for PDEs.
Now, we want to go a little deeper and give a mathematically rigorous definition of them.

Definition 3.74. (Lipschitz Domain) Let 2 be a bounded domain in R?. Then € is
called a Lipschitz domain if for every x € I' there exists a neighbourhood U of x in R?
and new orthogonal coordinates (yi, ..., yq) such that

1. U is a hypercube in the new coordinates, i.e.,

U={(y1, - ya): —a; <y <a;, 1=1,...,d}.
2. There exists a Lipschitz continuous function ¢ defined on
U={(y,. . ya1): —a;<y; <a;, i=1,...,d—1},
such that

9(y')| < aq for every y' = (y1,...,ya-1) € U,
QNU ={y =) €U : ya< o)},
I'NU={y= (' va) €U: va= o)}

Graphically, this means that for every x € I' there exists a local coordinate system and
an open hypercube U (an interval in 1D, an open square in 2D, an open cube in 3D, etc.) such
that the boundary can be represented as the graph of a Lipschitz continuous function ¢ over
U’, and the domain €2 locally lies on one side of this graph. In other words, I' N U corresponds
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to the points on the graph y4 = ¢(y’), while Q N U corresponds to the points lying below it
(i.e., ya < ¢(y’)). This is illustrated in Fig. 3.14.

xeTl a1
-~ Y2 = o(y1)
—ay as
0 ar

Figure 3.14: Localization of a boundary point. Left: global domain €2 and a boundary point
x € I'. Right: the zoomed neighbourhood U where the boundary is represented locally as the
graph yo = ¢(y1) and QN U lies below the graph.

Example 3.75. 1. Domains such as balls and polygons in 2D are Lipschitz.
2. Consider the domain

Q={(z,y): 2+y* <1} \{(z,y): >0, y=0},

i.e., a domain with slit. Then this domain is not Lipschitz as for any hypercube
along the slit will have domain on both the sides.

3. In three dimensions, a polyhedral domain need not be Lipschitz. A simple example
is shown in Fig. 3.15, where two rectangular blocks meet at a right angle. Near a
point on the common edge, the boundary is made up of two perpendicular surface
patches. This means that for the same base point 3/ € R2, there are two different
possible boundary heights y3. Thus the boundary cannot be represented locally as
the graph of a single Lipschitz function y3 = ¢(y). For this reason, the Lipschitz
condition fails precisely along such non-smooth edges.

non-Lipschitz point

Figure 3.15: A polyhedral domain in 3D that is not Lipschitz: two blocks meet at a right angle,
producing a non-Lipschitz point.

If you recall from Sec. 1.3, we defined Hélder continuous functions. The hierarchy of

spaces is
Cl(Q) - Co’l(Q) - CO’O“(Q) C CO(Q),

where 0 < a < 1. Theorem 1.7 requires a C>* boundary, which means the function ¢ in
Definition 3.74 must be C*>® as a function of R?~!. This excludes many important domains —
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the square being the most obvious example. Therefore, in applications we usually restrict our
analysis to Lipschitz domains.

Remark 3.76. In the above inclusion chain, the space C®%({2) may appear “larger” than C%'((2),
but larger is not always better. A typical example is |z|* for 0 < o < 1. Although this function
is C*“, it is not Lipschitz: near z = 0 its slope blows up, producing a cusp. At such points
normals and tangents are not well-defined, so many geometric results (e.g. the Gauss theorem
or trace theorems) fail.

3.3 Fixed Points

The final idea that we want to mention is the idea of fized points, which plays a critical role in
showing the existence and uniqueness of solutions.

Let us consider the following problem in a Banach space X with an operator P : X — X:
Find z € X such that
x = Px. (3.2)

The solution x € X of the above problem is called a fixed point of the operator P.

Definition 3.77. (Contraction) The mapping P : X — X is called a contraction if
there exists a constant p < 1 such that

||P£L‘1 = P$2||X < pHiL‘l —£IJ2||X A x1,To € X.

Now, we state one of the most important results regarding the existence and uniqueness
of fixed points.

Theorem 3.78. (Banach Fixed Point Theorem) Let X be a Banach space and P :
X — X be a contraction. Then:
1. There exists a unique fized point x* € X solving Eq. (3.2).
2. The sequence x, = Px,_1, n > 1, converges to the fized point x* € X for any initial
gquess xg € X.
3. The following error estimate holds:

||$n _x*HX S 1pr ||P1L‘0 —x()”X VneN.

Proof. We start by showing that the sequence {z,} is Cauchy. Observe that

||$z - iﬁi—1||X ||P$i—1 - P$i—2||X

< pllwics — xia|lx
< pZH%fQ — zisx
S pi_lupl'o—l'()”x VieN.

84



MAG643 - Numerical Analysis of Partial Differential Equations Summer Semester 2025

Hence, for m >n > 1,

A D

‘ X

i=n+1
m
< Z |zi — zi1]|x
1=n-+1
m
< Z P Pro — 2ol x
1=n-+1
m
= ||[Pzo—xollx Y o
1=n+1
1 _ pmf'n
< PnT | Pzo — 2ollx
T
< ||PZL‘0—£E()||X —)O,

= 1=,

as n — oo. Hence {z,} is a Cauchy sequence in X, and since X is complete, it converges to
some z* € X.

We claim that this z* is a fixed point of P. Indeed,

|z* = Pr*|x < [[2" —anllx + |2 — P2™||x
|zn — 2| x + [[PTn_1 — P2"||x

< len —2"llx + pllena —2%lx —0,

as n — oo. Hence x* = Px*.
Next, we show uniqueness. Suppose z7, z5 are fixed points. Then
|21 — 23llx = [|[Px] — Padllx < pllat — 23] x.
Since p < 1, this implies ||z} — z3||x =0, i.e., a] = z3.
Finally, for the error estimate, let m > n:

Hxn - x*”X < “mn - CCm”X + ”xm - ZL‘*HX

Ve3

<
= 1=,

[Pz — ol x + [|#m — 2™ x.
Letting m — oo gives the desired bound. O

This concludes the discussion of the functional analytic concepts that are required for
the numerical analysis of PDEs. Of course, the theory of partial differential equations is a
vast subject, and this chapter by no means provides a complete coverage. For a more in-depth
treatment, we refer the reader to the books [8, 3].
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Chapter 4

Weak Solution Theory

In the last chapter, we introduced the notion of weak derivatives and Sobolev spaces. The
reason for this is to generalize the notion of a solution of a differential equation to that of a weak
solution. Classical solutions also suffer from strong regularity assumptions. Moreover, there are
PDEs which do not admit a classical solution and only possess a weak solution, for example,
Tsirelson’s stochastic differential equation, named after the Russian-Israeli mathematician Boris
Semyonovich Tsirelson.

i ( N \

Figure 4.1: Boris Semyonovich Tsirelson: 4 May 1950 — 21 January 2020.

Hence, there is a need to study weak solutions. This also motivates the development of
numerical methods for weak solutions. In this chapter, we will introduce the setting for comput-
ing weak solutions, establish their existence and uniqueness, and finally provide a theoretical
framework for the finite element method.

4.1 Variational Formulation

We revisit the Poisson equation in one dimension defined over [0,1]. Let us consider the two-
point boundary value problem

—u'"(x) = f(z), O0<x<l, (D)
u(0) = u(1) = 0.

where f(x) is a given continuous function. We call this a boundary value problem and denote

it by (D). Since f(x) is continuous, we can compute the solution easily by integrating the
equation twice.
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Let us now consider another problem, which is a minimization problem: find u € V
such that F(u) < F(v) for all v € V', where

F(u) = 5 () = (Fw)
is an energy functional from V' to R, and V' is a vector space defined by
V ={v:veC([0,1], v'(z) is piecewise continuous and bounded on [0,1], and v(0) =wv(1) =0}.
We denote this problem by (M).

Now, let us look at a third problem. Find v € V' such that

(W, = (f,v) Yovey,

where (-, -) is the L? inner product. We denote this problem by ('), and the reason for choosing
this formulation will be made clear later.

In physics, F'(v) represents the total potential energy associated with the displacement
v € V. The minimization problem (M) corresponds to the fundamental principle of minimum
potential energy in mechanics, and the problem (V') corresponds to the principle of virtual
work.

We claim that the solution u of (D) is also a solution to all three problems. We first
start by showing that if u solves (D), then wu solves (V'), which we denote by (D) = (V).
Suppose u solves (D). To show that u solves (V), we multiply Eq. (D) by a function v € V/
(called a test function) and integrate over (0,1). Then,

- / x)dr = / f(z
Using integration by parts and the fact that v(0) = v(1) = 0, we obtain

1

1 1
- [ W@ de = @@y + [ ) o= 0.
0 0
Hence u solves the problem (V).

Next, we show (V) < (M). Let u € V be a solution of (V) and let v € V. Set
w =1v — u, so that v =u + w. Now,

F) = Flutw)

- %(U'+w’,U'+w')—(fau+w)
1 Lo,
Since (u/,w’) = (f,w), we get
Fv) = %(u',u’)+%(w/>wl)_(f>u)

1
= F)+ 5w = Fa).
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As v € V was arbitrary, we conclude that u € V' is the solution of (M).

Conversely, let u € V' be the solution of (M). Then for any v € V and € € R,
F(u) < F(u+ ev),
since u + ev € V. Thus the function
g(e) = F(u+ev) = %(u’—f—av’,u’ +ev') = (f,u+ev)
has a minimum at € = 0 and hence ¢’(0) = 0. Now
g'(e) = (W,v) +e(,v) = (fv),
and ¢'(0) = 0 implies
(', 0) = (f,v).

Hence, u is a solution of (V). In fact, u is the unique solution, which can be verified as an
exercise.

So far, we have shown the relation (D) = (V) < (M). Finally, we must show that if
u is the solution of (V'), then u is also the solution of (D). Let u € V satisfy

/01 o' (z)v' (x) doe = /01 f@)v(x)de VvelV.

Assume v (x) exists and is continuous. Then, using integration by parts on the first term and
the fact that v(0) = v(1) = 0, we obtain

/01 u'(x)v'(z) do = Ul(if)v(:v)‘é — /01 u"(x)v(z)de = — /01 W (z)v(z) de.

As u"(x) is continuous, we get

1
—/ (W' + f)(z)v(z)dz =0, YVveV.
0
Therefore, (u” + f) (z) = 0, and hence u(x) is the solution.

Thus, we have three equivalent formulations of the same problem, but the problems
(V) and (M) have some nice properties: they only depend on (), and therefore we can work
with less regular spaces. The problem (V) is referred to as the variational problem, as we are
varying over the space V. This gives the motivation to study problem (V') or (M) instead of
(D), and forms the starting point of the theory of weak solutions.

4.1.1 Symmetric Problems

Before moving forward, let us introduce certain definitions and notations.

Definition 4.1. Bilinear Form A bilinear form a(-,-) on a vector space V' is a mapping
V x V — R such that each of the maps v — a(v,w) and w — a(v,w) is linear on V. We
say it is symmetric if

a(v,w) = a(w,v) Yo,welV.
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Example 4.2. 1. Let V = R% Then a(x,y) = x -y is a symmetric bilinear form on
R2.
2. Let V = R?. Then a(x,y) = 219> is a non-symmetric bilinear form. For example,

with x = [(1)] and y = [(1) , we have a(x,y) = 1 while a(y,x) = 0.

It is easy to see that an inner product is a symmetric bilinear form. As we know that
an inner product defines a norm on the space, a symmetric bilinear form also induces a norm
on the space, denoted by || - |4, i-e.,

[o]la = Va(v,v).

Let V be a Hilbert space and a(-,-) : V- x V' — R be a symmetric bilinear form which
is an inner product on V. Let f € V*, i.e., the dual space of V. Then we seek u € V' such that

a(u,v) = (f,v) VoveW

Theorem 4.3. (Existence and Uniqueness of Solution) Let f € V*. Then there
exists a uniquely determined uw € V' with

a(u,v) = (f,v) VovelV,

where (-, ) denotes the duality pairing.

Proof. The proof follows directly from the Riesz Representation Theorem 3.44. O

4.1.2 Non-Symmetric Problems

Now, in the case a(-,-) is not symmetric, we still have existence and uniqueness of the solution,
provided the bilinear form satisfies certain properties.

Definition 4.4. (Bounded and Coercive) A bilinear form a(-,-) on a normed space
V' is said to be bounded (or continuous) if there exists M < oo such that

|au, V)| < Mjullv[lv]lv ¥ u,veV.

The bilinear form is said to be V-elliptic (or coercive) on V' if there exists m > 0 such
that
a(u,u) > mlully Yuev,

where M is independent of u,v and m is independent of w.
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Theorem 4.5. (Lax—Milgram Theorem) Given a Hilbert space (V, (-,+)), a continuous
coercive bilinear form a(-,-), and a continuous linear functional f € V*, there exists a

unique u € V' such that
a(u,v) = (f,v) YveV. (4.1)

Proof. The proof uses the Banach fixed point theorem 3.78. For any u € V', define a functional
Ay by
(Ay,v) =alu,v) YveV.

Then A, is linear, since a(-, ) is bilinear. Moreover, A, is continuous, since
[(Au, 0)| = la(u, v)] < M[ullv[[v]lv.

Therefore,
A
- supw < M|u|ly < oo,
oo lvllv

[ Au|

hence A, € V*.

Equation (4.1) can then be written as: find u € V such that

(Ay,v) = (f,v) Vwvey,
(A, — f,v) = 0 VYveV.

Hence,

A, = . (4.2)

By the Riesz Representation Theorem, for all ¢ € V* there exists a unique 7, € V' such

that
(9,0} = (rpy0) Vv eV. (43)

Thus instead of finding the functional A, in Eq. (4.2), we compute its Riesz representer, i.e.,
TA, = T,
since 7 : V* — V is one-to-one. Hence the problem reduces to: find u € V' such that 74, = 7.
Define a mapping 7' : V — V by
T(v) =v—p(Ta, = 7¢),

where p # 0 is a constant. If T is a contraction, then by the Banach fixed point theorem there
exists a unique u € V such that

Tu = u,
u—p(Ta, —75) = u,
T4, = Ty-
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It remains to show that 71" is a contraction. Let v{,v, € V and set v = v; — vo. Then,
using linearity of 7 and A, Eq. (4.3), and the boundedness and coercivity of a(-,-), we obtain

[Tvy = Toslly, = [lo—p(7a,) IV
= |wll¥ + P*llTa Iy — 20(74,, )
[0l = 2pa(v,v) + p* a(v,74,)
[0l = 2pm|lvll§ + P> M ||v]lv ||7a, ||lv
(1 —2pm + p*M?) |||}

<
<

Thus, if 1 — 2pm + p?M? < 1, i.e., if there exists p such that pM? — 2m < 0, then T is a
contraction. Such a p always exists, and hence the proof is complete. O

Hence we have existence and uniqueness of the solution for both symmetric and non-
symmetric problems.

Remark 4.6. 1t follows from the coercivity of the bilinear form that

1
[ully < —|If]
m

V*,

which shows that the weak form is well-posed in the sense that it has a unique solution, which
depends continuously on the data f.

4.2 Weak Solution

We move back to the original problem we stated in Chapter 1, i.e., the Poisson equation. Let
us recall it. We try to solve

—Au = f in €,
v = 0 on T, (4.4)

where  C R? is a Lipschitz domain and f € L2(2). Here we are assuming homogeneous
Dirichlet boundary conditions, but we will also tackle the general problem. The existence and
uniqueness of a classical solution depend on Q and f (see Theorem 1.7). In reality, f may not
be differentiable or continuous. For example,

f(x) =1+ sgn(l —|z|),
which is a piecewise continuous function (see Fig. 4.2).

Let u € C%(Q) NC(Q) be a classical solution of Eq. (4.4) and assume f € C(£2). Multi-
plying Eq. (4.4) with v € C§°(2) and integrating over € we get

—/Auvdx:/fvdx.
Q )

Using Corollary 3.73 and the fact that v =0 on I', we obtain
/Vu-Vvdx:/fvd:p vV v e (Q). (4.5)
Q Q
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2/ ] — T +sgu(l — Jaf) | |

Figure 4.2: Piecewise continuous function ¢ L*().

Since C5°(Q2) is dense in H(Q2), the solution u also satisfies Eq. (4.5) for all v € Hg(€). Hence
the classical solution u need not be in C*(Q) N C(2) to make sense of the integrals in Eq. (4.5);
everything works for u € H}(Q) as well.

Definition 4.7. (Weak Solution) A function u € H}(Q) satisfying Eq. (4.5) is called
a weak solution or a generalized solution of Eq. (4.4), where the partial derivatives are
to be understood as weak derivatives. Eq. 4.5 is referred to as the weak formulation or
variational formulation.

Hence the weak formulation of Eq. (4.4) reads as: Find u € V' = H}(2) such that
a(u,v):/Vu-Vde:/fvdx::F(v) VoveV. (4.6)
Q Q

Now it is easy to see that a(-,-) is a bilinear form from V' x V' — R and F(-) is a linear form
from V' — R. Hence, for the existence and uniqueness of the solution we use the Lax-Milgram
theorem.

Theorem 4.8. (Existence and Uniqueness Theorem) There erxists a unique weak
solution v € V for Eq. (4.4).

Proof. We need to show that the bilinear form a(-,-) and F(-) satisfy the conditions of the
Lax-Milgram theorem, i.e., a(-,-) needs to be continuous and coercive, and F'(-) needs to be
continuous on V' = H}(£2). We recall that the norm on Vis || - || = || - |12 (0)» which we denote
by || - ||v, and is given by

[ully = 1ulls + 1Vl = lullfaq) + I Vullf2q).
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Now, using the Cauchy—Schwarz inequality for integrals and sums we get
B / ou 31}
N 8% 8%

SZ/

/ Vu - Vudzx

la(u,v)

ox; 61’2
. ) 1/2 ) 1/2

ou ov

< d d

B ; /Q ox; v /Q oz, ‘

; ) ) 1/2

U

< d

Vullo [[Vollo < IIUI|v||v||v-

Hence af(+, ) is continuous with M = 1. For coercivity we notice that

82
udx

d
2
ot = IVall = [ 3217

Now from the Poincaré inequality 3.62 we have

July < CRIVul}
Jull+ Vel < (€3 +1) [Vl
IVully > gl (4.7
Hence ,
u
a(u,u) > 1||+||g1%'

Thus a(-, -) is coercive. Finally, we show that F(-) is bounded, which follows from the Cauchy—
Schwarz inequality and the fact that f € L*(Q). Indeed,

v)| = ' / f(@)u(e) d

Hence, the existence and uniqueness of the solution follow from the Lax-Milgram theorem. [J

< [Ifllollvllo < [1flloll]]v-

Remark 4.9. We assumed f € L?*(Q) in the previous theorem. In reality, we can reduce this
assumption to f € H™'(Q2), where H'(2) is the dual of H}(£2). In this case we write F'(v) =

(f,v), and
(f,0) < | f]

by Lemma 3.37, and the boundedness of F'(-) follows.

V* v“Va
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4.2.1 General Elliptic Operator

Let us consider a more general elliptic operator and see how the continuity and coercivity
of a(-,-) is computed. Consider the generalized elliptic equation of second order with mixed
boundary conditions defined on the Lipschitz domain €2

—Au+b-Vu+cu=f inQ,
u=0 on I'p,
ou

oo~ 9 on I'x, (4.8)

where Q C R? is a Lipschitz domain, I' = I'ny U 'y, and I'p N 'y = 0. The coefficients b and ¢
are assumed to be sufficiently smooth, f € L2(Q2) and g € L*(I'y).

Now, we define a new space
V =HL(Q) = {ve H(Q): v|r, =0}.

Obviously, V' C H'(Q) and the seminorm | - |; is equivalent to || - [|; (a consequence of the
Poincaré inequality). We take the norm on V as || - [|1, i.e., the H" norm.

First, we need to compute the variational formulation. Similar to the Poisson equation,
we multiply Eq. (4.8) with a v € V' and integrate over 2. By integration by parts,

—/Auvdx—i—/b-Vuvda:—i—/c(x)uvd:c:/fvda:,
0 0 0 0

/Vu-Vvdx—/%vds%—/b-VuvdaH—/c(:v)uvdx:/fvdx,

Q r on Q Q Q
/(Vu-Vv+b-Vuv+cuv)da::/fvd.ic—l— g—uvds.
0 0

Iy on

Keeping the unknown function u on the left, we get the weak formulation: Find u € V'
such that

a(u,v) =Fv) YveV,

where

a(u,v):/(Vu-Vv+b-Vuv+cuv)dx,
0
F(Q}):/ﬂfvdx—i—/F gu ds.

Remark 4.10. Similar to Remark 4.9, g can be in H!(Q) instead of L?*(Q2), in which case the
boundary integral is replaced by a duality pairing (-, -).

After the weak formulation, for existence and uniqueness of the solution, we need to
show that a(-,-) is continuous and coercive. The verification of bilinearity and linearity is
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straightforward. Now,

la(u,v)| < / <|Vu - Vol +|b-Vuo| + |cuv|> dx

_z/

Applying the Cauchy—Schwarz inequality as in the Poisson problem, we get

ox; 8;1:Z d$+iz:sup|b |v|dx+sup| |/|uv|dx

; 9 1/2
ou
la(u, v)] < [ulivls + Y sup |b;(z)|
i—1 e Q

3%

dz ) [ollo + llelleollullol[v]lo

d 1/2
< ullxllolly + <Z HbiHio> [ull1llvllo + llellolleell[[v]ly
i=1

< Mlullv[ollv,

1/2
where M =1+ (Zle |be”§0> + ||¢|lo- Hence a(-,-) is a continuous bilinear form.

Now for coercivity, let us look at

a(u,u) /|Vu| d:zc—l—/(b Vu+ cu)u dx

—Z/ dx—l—Z/ axludx—i-/ﬂcuz dx.

The first and third terms are easy to bound, so let us focus on the second term. Using 9;(u?) =
2u0;u and integration by parts, we get

Z/ 8wZUd:B_ Z/ a’ﬂz

:_Z(/ 2)n; (2 uds—/&mb udx)

:1/ b-nu2ds—1/V~bu2da},
2 Jry 2 Jq

alu,u) = |ul? + /Q (c(z) = iV -b) u’dx + %/ (b - n)uds.

I'n

ox;

which leads to

1
Now if ¢(x) — §V ‘b>0forallz € Qand b-n >0 for all z € Ty, then a(u,u) > |ul?.
Using the Poincaré inequality as in Eq. (4.7), we get

HuH%/ VuelV.
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Hence a(+,-) is a continuous and coercive bilinear form.

Now, for proving the continuity of F(-) we use the Cauchy—Schwarz inequality and the
continuity of the trace operator, i.e.,

ullL2ry) < COrllulla @),

/fv dx+/ gu ds
Q I'x

< Ifllollvllo + [[gllo.rx l1v]lo,ry
< ([ fllo + Crllgllory) [[Vllv
< Cllvv-

where C'r is a constant, to get

[F(v)] =

Hence F(+) is continuous and therefore we get existence and uniqueness of the solution using
the Lax—Milgram theorem.

Remark 4.11. We notice that the Dirichlet boundary condition needs to be imposed on the
function spaces, whereas the Neumann boundary condition appears naturally in the weak for-
mulation. This is the reason Dirichlet boundary conditions are referred to as essential boundary
conditions whereas Neumann boundary conditions are called natural boundary conditions in
Sec. 1.1.1.

Remark 4.12. Until now we restricted to the case u = 0 on I'p, but if u = ¢g on I'p, then what
happens? Using Corollary 3.68 we know that there exists a lifting operator u, € H'(Q) such
that

tr(ug) = g.

Now, consider w = u — u,. This is zero on I'p and hence the weak formulation for Eq. (4.4)
reads: Find w € H}(Q) such that

/Vw-Vvdac:/f’uda:—/Vug-Vfud:c.
Q Q Q

Hence we have a different linear functional F'(-) given by

F(v):/fvd:v—/Vug-Vvdx,
Q Q

while the bilinear form remains the same. Therefore, we need to check the continuity of F'(-),
and we notice that

F(v)] §/|fv|da:+/ Vu, - Volda
Q Q

< [[fllollvllo + IVugllol[Vollo
< (I llo + IVugllo) o]y

Hence we still have the existence and uniqueness of the solution. This same idea extends to a
general elliptic operator as well.
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4.3 Galerkin Methods

Until now we have looked at the existence and uniqueness of the solution for the variational
problem: Find u € V such that

a(u,v) = (f,v) YovelV, (4.9)

where V' is a Hilbert space and af(-,-) is either a non-symmetric bilinear form (provided it is
continuous and coercive) or a symmetric bilinear form. But in the quest for existence and
uniqueness we often forget about the solution itself, and hence in numerics we care about
computing it. We cannot compute a solution in an infinite space (there is no concept of infinite
memory), so we need to approximate it in a finite-dimensional subspace of V.

Let V}, be a finite-dimensional subspace of V', with the discretisation parameter h used
to indicate that the discrete solution obtained in V}, converges to the continuous solution as
h — 0. The standard Galerkin method for computing the solution consists of restricting the
variational problem to V},, i.e., we solve: Find u;, € V}, such that

a(up,vp) = (fyon) Vo, € V. (4.10)

We call V}, the ansatz space (trial space) and also the test space in this standard Galerkin for-
mulation, since the trial and test spaces coincide. The existence and uniqueness of the solution
for the discrete problem follows from the fact that V;, C V and the inner product and norm
are inherited: the bilinear form a(-,-) and the linear functional F'(-) = (f,-) remain continuous
on Vj. Likewise coercivity on V' implies coercivity on V}. Hence, by the Lax-Milgram theorem
there exists a unique u;, € Vj, solving the discrete problem.

The Galerkin method is named after the Soviet engineer Boris Galerkin who developed
this method in 1915. I. G. Bubnov also developed a similar approach for variational problems,
while Galerkin independently proposed the method in the context of structural mechanics.

Figure 4.3: Boris Galerkin (4 March 1871 — 12 July 1945, left) and Walther Ritz (22 February
1878 — 7 July 1909, right).

We now show that the discrete variational problem is equivalent to solving a linear
algebraic system. As V}, is finite-dimensional, let dim(V},) = N, i.e., there exist basis functions
{gpi}f\il that span V},. Choosing the test functions v, = ¢; in the discrete variational equation
yields

a(up, ;) = (f, i) fori=1,...,N.

Since uy € V},, it can be written as a linear combination of the basis:
N
un(z) =Y ujip;(x),
j=1
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where the coefficients {u;}_, are unknown. Substituting this expansion and using linearity of
a(-,-) gives

N

Za(gpj,gai)uj = (f,pi) fori=1,...,N.
j=1
Setting

aij = a(pj, i) and  fi = (f, i)
we obtain the linear system
Au=b,

where A = (a;;) € RV is the stiffness matrix and b = (f;) € RY is the load vector. Once

the vector u = (uj)j.v:l is computed we recover the discrete solution wuy,.

Next we show that the algebraic system is equivalent to the discrete variational state-
ment in the sense that solving one solves the other. Let v, € V}, be arbitrary; then

vp(7) = Z Vi ().

By linearity of a(-, ) and of the duality pairing,

a(un, vn) = a(”’hZ”i@i) = wialwn, i) = > _vi{f, ) = (f,on),

i=1 i=1 i=1

so the two formulations are equivalent.
This approximation method is referred to as the Galerkin method.

Remark 4.13. 1. In the case a(-,-) is symmetric, one may equivalently obtain the discrete
solution by solving the finite-dimensional minimization problem: find u; € V}, that mini-
mizes the energy functional

1
F(UJ) = §a(u7u> - <f7 U>

Numerically solving this minimization problem is referred to as the Ritz method (see |2,
§2.5.1]). Tt is also easy to observe that the stiffness matrix A is symmetric when the
bilinear form is symmetric.

2. If a(-,-) is coercive with coercivity constant m > 0, then the matrix A is positive definite.
Indeed, for any vector ¢ € RY define v = Zjvzl §ip; € V. Then

N N N N
EAL=D D gays =a( Y& &) = alv,v) = mlvl,
j=1 i=1

i=1 j=1
In particular, if v # 0 then ETA € > 0.

Remark 4.14. (Petrov—Galerkin Method) In the standard Galerkin method the trial (ansatz)
and test spaces coincide. In the Petrov—Galerkin method they may be different: find u, € W)
such that

a(up,wp) = (f,wy) Y w, € Vy,
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where W), and V}, are finite-dimensional subspaces of possibly different Hilbert spaces W and V.
The conditions on a(-, ) and F(-) must be adapted accordingly (continuity, inf-sup conditions,
or appropriate stability assumptions). Petrov—Galerkin methods (introduced by Georgy Petrov)
are important in applications such as stabilized methods for advection-dominated problems (e.g.
SUPG) [4].

4.3.1 Abstract Error Estimates

Now the next thing we want to do is estimate the error that arises when approximating Eq. 4.9
with Eq. (4.10).

Lemma 4.15. (Céa’s Lemma|BS07|) Let V' be a Hilbert space. Suppose that the bilin-
ear form a(-,-) is continuous and coercive, and the linear form F(-) is continuous. Then,
for the unique solutions u and uy, of Eq. (4.9) and Eq. (4.10), respectively, we have

M
lu — unlly < Evig‘ffh |l — vn|lv,

where M and m are the continuity and coercivity constants, respectively.

Proof. Since a(u,v) = (f,v) for allv € V and a(up,vy) = (f,vs) for all v, € V3, and as V}, C V,
we get
alu —up,vp) =0 Yo, € V. (4.11)

Due to coercivity, we have

ml|u — uplly < alu — up,u — uy)

= a(u — up,u — vy) + alu — up, vy, —up) Vo, € Vi,

Since uy, v, € V3, we have u, — v, € V3, and hence the second term vanishes due to Eq. (4.11).
Using the continuity of a(-,-), we get

mllu — upl|} < alu — up, u — up)

< Mllu = upllv [[u — vnllv,
M
= ||u—up|ly < EHU— vpllvy - Yop € V.

Therefore,

M
- <= inf Jlu— |y
le = unlly < = inf lu —vally

Céa’s lemma was proved by Jean Céa a French mathematician in his PhD thesis.

Remark 4.16. In the case where a(-,-) is a symmetric bilinear form, the norm on V' is induced

by /a(:, ), i.e.,

o} = a(v,v),
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Figure 4.4: Jean Céa: 8 February 1932 - 9 January 2024.

then in the proof of Lemma 4.15 we obtain

— < inf —v
lu = unlly < inf flu —wnllv,
since continuity of a(-,-) is replaced by the Cauchy—Schwarz inequality, and coercivity follows

from the definition of the norm. Hence, the solution is the best approximation.

For a non-symmetric bilinear form, we get that the error is bounded by the best ap-
proximation error, i.e., it is quasi-optimal.

Lemma 4.17. (Galerkin Orthogonality) Let u and wuy, be the solutions of Eq. (4.9)
and Eq. (4.10), respectively. Then

a(u — up,vp) =0 Yo, € V.

Proof. As shown in the proof of Lemma 4.15. O

For a symmetric bilinear form, the Galerkin orthogonality states that u — u, L v, for
all v, € V3, and hence wuy, is the best approximation (see Fig. 4.5).

Up

~

Figure 4.5: Galerkin orthogonality: the error u — uy, is orthogonal to the subspace V},.

Now, the idea in the development of numerical methods is to find a finite-dimensional
subspace V}, such that the matrix A is easy to solve. What we want is that the entries can
be computed efficiently and that the matrix is sparse. This is the origin of the finite element
method.
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Chapter 5

Finite Element Method

In the previous chapter, we introduced the idea of Galerkin methods, where the goal is to find
an approximate solution in a finite-dimensional subspace Vj, C V. In this chapter, we explore
this concept in detail.

The finite element method (FEM) was originally developed by civil engineers to analyze
the stress and strain in structures such as buildings and bridges. However, the lack of mathe-
matical rigor in early implementations sometimes led to catastrophic failures. One well-known
example is the Tacoma Narrows Bridge, built in the 1940s, which collapsed just four months
after its inauguration. This incident highlights the importance of studying the mathematical
foundations of the finite element method.

Figure 5.1: Collapse of the Tacoma Narrows Bridge.

In its simplest form, the finite element method provides a systematic way to construct
finite-dimensional subspaces V}, called finite element spaces. The construction of such spaces
is characterized by three basic concepts:

FEM 1 Triangulation of : The domain Qis divided into a finite number of subsets K, called
finite elements, that together cover €:

a=rx
K
FEM 2 Finite Element Space: Once a triangulation is defined, we construct a finite element
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space V}, consisting of functions that are either polynomial or “close” to polynomial on
each element.

FEM 3 Basis Functions: The third fundamental concept is the existence of at least one canon-
ical basis of V},, whose elements have small (ideally local) supports.

With these foundational ideas in mind, we now examine each in detail, beginning with
the notion of triangulation.

5.1 Triangulation

The first step in the finite element method is the decomposition of 2 into geometrical shapes
such as triangles or quadrilaterals. This decomposition is called a triangulation, denoted by
Tn. In general, one can also use other polygonal or polyhedral elements such as pentagons
or hexagons; however, the most commonly used shapes are triangles (or tetrahedra in three
dimensions) and quadrilaterals (or hexahedra).

Each polyhedron (or cell) in 7}, is called a mesh cell and is denoted by K.

Definition 5.1 (Admissible Triangulation). A triangulation 7}, is called admissible
if the following conditions hold:

2. Each element K is closed, and its interior K is non-empty.

3. For each K € T}, the boundary 0K is Lipschitz-continuous.

4. The intersection of any two mesh cells is either empty or a common m-face, where
me€{0,1,...,d—1}.

In some references, the elements K are taken to be open sets. In that case,

o- UK

KeT,

Figure 5.2 shows examples of admissible (right) and non-admissible (left) triangulations.
The left mesh is non-admissible because K; N K5 is an incomplete face. In some literature,
admissible triangulations are also referred to as conforming triangulations.

K>

K

Figure 5.2: Non-admissible triangulation (left) and admissible triangulation (right).
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5.1.1 Simplex

The three-dimensional counterpart of a triangle is a tetrahedron. More generally, both triangles
and tetrahedra can be viewed as specific cases of a higher-dimensional object called a simplex.
Before defining a simplex, let us first recall the notion of a convex hull.

Definition 5.2 (Convex Hull). The convez hull of a set of points is the smallest convex
set that contains those points.

Definition 5.3 (Simplex). A d-simplez in R? is the convex hull of d+1 points {a;}1_, C
R? such that the matrix

_ |2 a1 -+ aq (d4+1)x (d+1)
A_[l 1 ... 1]€R

is non-singular; that is, det(A) # 0.

At first glance, this definition might appear abstract. To gain intuition, consider the
case d = 2. Then, the simplex is a triangle determined by three non-collinear points, each
having two coordinates. In this case, the determinant in the above definition is twice the area
of the triangle—equivalently, twice the result obtained using the shoelace formula for polygonal
areas.

Now, we can write A as

_ | a—a - ag— Qo (d+1)x (d+1)
A= ) 0 o 0 eR .
Therefore
det(A) =det[(a; —ap) - - (ag — ao)],
which is the area of the parallelopiped spanned by the vectors (a; —ag), (ag—ag),- -, (ag—ayp)
and

det(A) = d!|K|

Y

where |K| is the Lebesgue measure of the d-simplex K is RY. TIt’s clear to see in 2d that
|K| = 0.5det(A), in 3d as well we get the volume of tetrahedron is det(A)/6 . You can
decompose a parallelopiped into 6 tetrahedron (see Fig. 5.3).

5.1.2 Barycentric Coordinates

A point in space is usually represented using Cartesian coordinates. However, there exist other
coordinate systems that are often more natural in specific contexts. One such system is the
barycentric coordinate system, introduced by August Mdbius in 1827.
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A .E/C
./H

F

Figure 5.3: Decomposition of parallelopiped into six tetrahedron. The six tetrahedron FBEC,
BECH, BEGH, BDGE, DABE, and FBEA.

Figure 5.4: René Descartes (31 March 1596 — 11 February 1650, left) and August Mobius (17
November 1790 — 26 September 1868, right).

Definition 5.4 (Barycentric Coordinates). Let {a;}7_; be the (d + 1) vertices of a
d-simplex in R?. The barycentric coordinates of any point x € R? with respect to these
vertices are the functions {\;(x)}7_, satisfying

Z)\j(x) Qji = T, for 1 <i<d.

In this definition, we have (d + 1) unknowns {\;(x)}{_, and (d + 1) equations: d from
the first condition and one from the second.

Hence, the barycentric coordinates are the solution of the linear system

- — -x T
apr @it cccAdi| [, !
Goy (i -o Gaz| |y T2
apq Q14 - Qdd /\ T4

1 1 .- 1 d 1

106



MAG643 - Numerical Analysis of Partial Differential Equations Summer Semester 2025

Compactly, we may write
ag a; - a X
0 ) _ '
1 1 --- 1 1

By Cramer’s rule,’ the barycentric coordinates admit a geometric interpretation. Let
x be a point in the d-simplex K, and let K;(x) denote the simplex formed by replacing vertex
a; of K by x (see Fig. 5.5). Then

a; ¢ » Ay

Figure 5.5: Geometric interpretation of the barycentric coordinates.

Hence, \;(x) is a function of x that vanishes on the face of the d-simplex K opposite
to a; and equals 1 at a;.

Example 5.5. Consider the simplex with vertices ag = (0,0), a; = (0,1), and ay = (1,0).
We compute {\;(x)}?_,. In two dimensions, the general affine function has the form
a + bx + cy. For A\g(x) corresponding to ag, we require

/\0(0,0) - ]_, /\0(0, ].) - O, )\0(1,0) =0.

Thus,
1 0 0] |a 1
1 0 1] |6l =10],
1 1 0f |c 0
which gives a =1, b = —1, and ¢ = —1. Hence using the same ideas we get Barycentric

coordinates as,
)\O(X) =1l-z- Y, )\1(X) =Y )\2<X> =Z.

'For a linear system Ax = b with A € R"*"

~ det(A)’

x
where A; is obtained from A by replacing its i*® column with b.
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5.1.3 Affine Mapping

Once the triangulation is constructed, we have many elements K. Defining basis functions
individually on each K would be inefficient. Instead, we define them on a reference element
and map them to each physical element through an affine map.

Definition 5.6 (Affine Map). Let U C R™ and V C R". Amap f:U — V is said to
be affine if, for all {x;,}* | C U and coefficients {3;}~_, satisfying S°F | 8 = 1, we have

f(Z 5&%) = Zﬁif(xi)-

For k = 2, affine transformations preserve lines; for £ = 3, they preserve planes. More
generally, affine maps preserve parallelism but not necessarily distances or angles.

Example 5.7. 1. Every linear transformation is affine.
2. Let U =V = R2 Then

fx)=(-2x+y+5, 3z+8y—2)

is affine but not linear.

Reference Element

Let K denote the reference simplex spanned by the vectors {e;}%, C R, where
eo=(0,0,...,0)", e =(1,0,...,0)", ..., e;=1(0,0,...,1)".

Let a; = Fx(e;) for i =0,1,...,d. The affine map Ff : K — K is defined by (see Fig. 5.6)
Fg(X) = Bgx + by, By =[ai—ay -+ ag—ag, b = ap.

It is straightforward to verify that F is bijective.

Figure 5.6: Reference map from K to K.

Remark 5.8. Whenever the hat notation (e.g., K ) is used, it refers to the reference element and
quantities defined on it.
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Lemma 5.9. Let {Ni}d, be the barycentric coordinates of the d-simplex K C R?, and
let Fi : K — K be the affine mapping from the reference simplex K to K. Then the

functions R
)\i:)\ioFKa ’i:O,l,...,d,

are the barycentric coordinates of the reference simplex K.

Proof. Let x € K and define \(X) = \(Fg(%)) for i = 0,1,...,d. We must show that
(%)}, satisfy

d d
D ARe =% D ANE =1
1=0 =0

Let x = F (%) = Bgx +bg. Since {\;(x)}%, are the barycentric coordinates of K, we
have

Applying Fi and using Ai=\o Fx, we immediately obtain
d
doAE) =1
i=0
For the geometric condition, using a; = Bxe; + bx, we get
d d
> Xi(x)a;=> Ai(X)(Bre; +bx) = By (Z )\i(fc)eZ) + bg.
' i=0
Since the left-hand side equals x = BgX + by, it follows that
d A
By (Z )\i(fc)ei> = Byx.

Because By is invertible, we conclude

Hence, the functions \i are indeed the barycentric coordinates of K. O]

This mapping of barycentric coordinates plays a crucial role later, as it allows us to
define basis functions on the reference element K and map them efficiently to each element K
in the triangulation.
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5.1.4 Shape Regularity

The last property we mention for a triangulation is its shape-reqularity.

Definition 5.10 (Shape regular). Let K € 7T, be a triangle (or, more generally, a
d-simplex). Denote by hx the diameter of K, by px the diameter of the largest ball
inscribed in K (so that px = 2rx when rg is the inradius), and set h = maxger, hi.
The family 7}, is called shape-regular if there exists a constant C' > 0, independent of hg

and pg, such that for all K € T,
h_K < ©)
PK

This condition forbids arbitrarily narrow (“skinny”) elements in the mesh. In particular,
in a shape-regular mesh the ratio hy /pg is uniformly bounded; see Fig. 5.7 (right) for a non-
shape-regular example where px < h.

ag

h g

al an
Figure 5.7: Left: a shape-regular triangle with incircle (diameter px) and diameter hx. Right:

a non-shape-regular (skinny) triangle; its incircle diameter pg is much smaller compared with
hg.

A triangulation is called quasi-uniform if it is shape-regular and, in addition, there
exists a constant C' > 0 such that

Ch < hg VKET,

i.e., the diameters of all elements are of comparable size.

We next record some useful relations between geometric quantities of K and those of
the reference element K.
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Lemma 5.11. Let Fx : K — K be the affine map
Fg(x) = Bgx + bk,
with Bg € R4 invertible. Then

A

_ | K| hi h

det(Bx) ==, IIBxll<—, IBxl<—,
K] 3 T
where ||-|| denotes the operator norm induced by the Euclidean vector norm, h = diam(K),

and py s the diameter of the largest inscribed ball in K.

Proof. The Jacobian Jg, is constant and equal to By, hence the change of variables gives

K| = [ vix= [ |detln)] % = | det(Buo) ||
K K

which yields the first identity

K

For the second inequality recall the operator norm definition

B 1
IBx&ll _ 1 sup || Bgé|.

B | = sup
ez0 €]l Pk lgll=pg

By definition of pz (the diameter of the largest inscribed ball) every vector ¢ € R? with
€] = pjy can be written as a difference { = g — 92 of two points gy, 9, € K (indeed take the
center Ty of the inscribed ball and set ;2 = T = £/2). Therefore

IBr&ll = [Brih — Bl = [|Fk (1) — Fr(32)[| < diam(K) = hg.
Taking the supremum over [|{]| = py and dividing by py gives

h
IBill < ==

K

The third bound follows by exchanging the roles of K and K. Indeed apply the pre-
ceding estimate to the inverse affine map F' Izl(x) = Bf}lx — B;(le, whose linear part is BI}I,
and note that diam(K) = h and the inscribed-ball diameter of K is px. This yields

h
IBx' < —,
PK

as claimed. O
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5.2 Finite Element Space

5.2.1 Polynomial Spaces

Once the domain is triangulated, the next step is to define a suitable function space on it.
Since the method we study is the finite element method, we focus on finite-dimensional spaces,
denoted by Pk, which are typically composed of polynomials. We denote the dimension of Py

Our primary focus will be on triangular elements. For such elements, we define the
space of polynomials of degree less than or equal to k, denoted by Py (K):

Pe(K)={p: KR |px)=> aax* xecKp;,

la| <k

where the coefficients a,, € R are constants, and K € Tj,.

Example 5.12. If £ = 1, we obtain the space of linear polynomials:

d
p(x) = ap + Z aixi} }
=1

There are (d + 1) coefficients, hence dim (Py(K)) = d + 1.
For instance:

e In one dimension (d = 1), the basis is {1, z}.

e In two dimensions (d = 2), the basis is {1, x,y}.
In general, the dimension of P, is

dim(P) = (dz k) .

For k = 1, this gives (dJlrl) =d + 1, as expected.

Pl(K):{p:K—)R

Although we will not explore rectangular elements in depth, we briefly mention their
polynomial spaces for completeness. For a rectangular (or tensor-product) element K, we define

Qe(K)=Sp: K =R |px)= > aax® xeK,

latfoo <K

where |ot|o = maxX;eq1,.. a) .
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Example 5.13. If d =2 and k = 1, then

Q(E)=<Sp:K->R|px)= > ax* xcK

oo <1

The possible multi-indices e are (0,0), (1,0), (0,1), and (1,1). Hence, a general polyno-
mial in @Q; can be written as

p(z,y) = co + a1z + cay + cszy.

Such elements are called bilinear elements, as the polynomial is linear in each argument
separately.
In general,

dim(Qy) = (k4 1)

For example, for d = 2 and k& = 1, we have dim(Q;) = 4, consistent with the basis
{1,z,y,zy}.

5.2.2 Nodal Functionals

After defining the polynomial space Py, the next step is to describe how these polynomials
are evaluated. For instance, in 2D, one can define a linear polynomial by specifying its values
at the vertices of a triangle, or alternatively by its values at the midpoints of the edges. Such
point evaluations can be viewed as functionals acting on Py.

Hence, we must define a suitable collection of functionals on Pg. In practice, these
functionals are defined on a slightly larger space — typically a subspace of C*(K) — to ensure
sufficient smoothness. Since Pr C C*(K) for some s € NU {0}, we take our functionals to be
mappings

Qp;: C(K) — R
The number of functionals equals the dimension of Py, as their role is to uniquely determine
the coefficients of a polynomial in Pk.

Let
Yi = { P}, i C(K) — R,

be a set of Nk linearly independent functionals. We choose exactly Ng functionals so that
they capture all degrees of freedom associated with Pg.

Typical examples of functionals used in FEM are:

1. Point evaluation: ®(v) = v(x) for some x € K.

d
2. Derivative evaluation: For K C R, ®(v) = d—v(x) for v € K.
T

3. Integral mean value: For K C R? with d > 2,

d(v) = %/Ev(s) ds,
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where E is an edge (or face) of K.

The smoothness parameter s is chosen so that all ®f; are continuous on C*(K). For
example, the derivative functional requires s = 1, while point and integral evaluations require
s =0.

Definition 5.14 (Unisolvence). The polynomial space Py is said to be unisolvent with
respect to the set of functionals {®g ;} N5 if, for every a = (ay,...,an,)" € RN¥, there
exists a unique p € Pk such that

Pri(p) = ai,  1<i< Ng.

Intuitively, the functionals ®x; act as measurement operators that extract the coeffi-
cients (or degrees of freedom) of a polynomial in Pg. Thus, for every a € RVx | there exists
exactly one polynomial p € Px whose functionals evaluate to the prescribed values a;.

To construct a corresponding basis of Py, let {e;}N% denote the standard basis of RVx
where e; has 1 in the ¢ position and zeros elsewhere. For each e;, there exists a unique
polynomial ¢x ; € Pk such that

Pri(pr.i) = dij, 1<4,j < Ng.
The set of polynomials {¢ ; }jvfl forms a local basis of Py associated with the functionals .
Remark 5.15. The unisolvence of Pk with respect to Xx means that {®g,;}2% forms a basis

of the dual space Pj. Hence, the sets {®g;} M and {@x,;}N% can be viewed as dual bases in
the algebraic sense.

5.2.3 Finite Element

Now, we are in a position to formally define what a finite element is.

Definition 5.16 (Finite Element). A triple (K, Pg,Yk) is called a finite element,
where

e K is an open cell (or element) in the triangulation 7y,

e Py is a local finite-dimensional function space defined on K, and

e XY is a set of nodal functionals acting on Pg.
The set of functionals Y is assumed to be unisolvent for Pk, that is, for every a =
(ag,... ,aNK)T € RV there exists a unique p € Pk such that

CI)KJ‘(])):CLZ‘, ’L:]_,,NK

This definition of a finite element first appeared in the classical monograph by Ciarlet
and is therefore often referred to as the finite element in the sense of Ciarlet [5].

Now, we look at certain finite elements.
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Lagrange Finite Elements

The most widely used finite element is the Lagrange finite element, which is a generalization
of the classical Lagrange interpolant. Let us briefly recall the Lagrange interpolation formula.
Given points {x;},, the Lagrange interpolating polynomial of order m is defined such that
the ;' basis function satisfies

L‘T(Xz) = 52']‘, 0 S Z,j S m,

i.e., it takes the value 1 at the node x; and 0 at all other nodes. This idea naturally motivates
the definition of the Lagrange finite element.

Figure 5.8: Joseph-Louis Lagrange (25 January 1736 — 10 April 1813).

Let 75, be a triangulation of 2, and let Px be the space of polynomials of degree < k,
i.e. Px =P(K). The nodal functionals Xk are defined as point evaluations on K, that is,

CI)Kﬂ(p):p(aZ)? pGPK, a; c K.
The points {a;} are referred to as nodes. Depending on the polynomial degree k, the number

and placement of nodes are chosen accordingly.

Linear Elements (kK = 1). For k = 1, we have P; elements, whose dimension is (d + 1).
Hence, we select (d + 1) nodes. The simplest choice is to take the vertices of the triangle (or
tetrahedron in 3D) as the nodes. Figure 5.9 shows the nodal positions for P; elements in two
and three dimensions.

K K

Figure 5.9: Nodes for IP; linear elements in 2D and 3D.

Once the nodes are identified, the next step is to determine the corresponding local
basis functions. For a IP; element, the local basis function associated with node ¢ must satisfy

Drj(ps) = 65, 1 <i,j < Nk,
which in the case of point evaluations means
pi(ay) = bij.
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We have already encountered such functions — the barycentric coordinates {\;}%*!. For in-

stance, in 2D, if the vertices of a triangle are {a;}?_,, then ; = ), satisfies the above property.
Thus, the barycentric coordinates form the local basis of P;. See Fig. 5.10 for a schematic
representation of the basis functions in 2D.

as :
I
1
|
|
az
ai

Figure 5.10: Local basis functions for P; elements in 2D.

Note that the local basis of P is not the same as the standard algebraic basis of P;. In
two dimensions, the local basis is given by {1 —x —y, x, y}, whereas the standard polynomial
basis is {1, z,y}.

The nodal functionals are unisolvent with respect to IP;, since this space possesses a
corresponding local basis associated with .

Quadratic Elements (P;). For quadratic elements, we consider the space Py, whose dimen-
sion is
d+1)(d+2
dim(P,) = %

Compared to P; elements, Py elements have additional nodes — specifically, there are

d(d+1)
2

extra nodes corresponding to the midpoints of the edges. Hence, the nodal values are taken
both at the vertices and at the midpoints of the edges joining these vertices.

Let a;; denote the midpoint of the edge connecting the vertices a; and a;. Then, the
complete set of nodes for a P, element is

{a}) U {aytics.
Figure 5.11 shows the nodal configuration for P, elements in two and three dimensions.

K
K

Figure 5.11: Nodes for Py quadratic elements in 2D and 3D.
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The local basis functions for Py elements can be expressed in terms of the barycentric
coordinates {\;}&*} as

for vertex-associated basis functions, and
©ij = 4NN, ,j=1,...,d+1, i<y,
for edge-associated basis functions.
Since the barycentric coordinates \; satisfy \;(a;) = d;;, we observe that

1t i, j} = {k, 1},
%‘(aj) = 0ij, %’j(akl) = ]
0, otherwise.
Moreover, since A;(a;;) = A;j(a;;) = 3, the midpoints satisfy
Ni(ag) = Aj(ai) = 3, Aw(ay) =0 for k #14,j.
These properties show that the basis functions {¢;, ¢;;} are unisolvent with respect to

the set of nodal functionals corresponding to the vertices and edge midpoints.

Figure 5.12 illustrates the local basis functions for a Py element in 2D. The functions
©i; in two dimensions are often referred to as bubble functions, as they attain their maximum
value inside the element and vanish at all vertices.

as

ag aj aj2 ag

Figure 5.12: Local basis functions for Py elements in 2D.

Cubic Elements (P3). For cubic elements, the local polynomial space is IP3, whose dimension

i (d+3)(d+2)(d+1)

6

The number of nodes increases accordingly. Since this is a cubic polynomial space, we require
four points along each edge of the d-simplex, together with additional points inside the higher-
dimensional faces.

Let us illustrate this in 2D and 3D.
In 2D: A P5 element has 10 nodes:
e 3 nodes at the vertices,

e 2 nodes on each of the 3 edges (giving 6 edge nodes),
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e 1 node in the interior of the triangle.

The edge nodes are placed at equal distances along each edge, and the interior node is located
at the centroid of the triangle. See Fig. 5.13 for the nodal layout.

In 3D: A P5 tetrahedral element has 20 nodes:
e 4 at the vertices,
e 2 on each of the 6 edges (giving 12 edge nodes),
e 4 on the faces of the tetrahedron (one on each face, typically near the centroid).

The placement follows the same principle as in 2D — uniformly distributed along edges, and
symmetrically located within faces.

K K

o o
Figure 5.13: Nodes for P3 cubic elements in 2D and 3D.

The local basis functions for P3 elements can be conveniently expressed using barycentric

coordinates {);}*! as follows:

@l]k:27)\2)\]/\k, Z,],k’zl,Q,,d—i—l, Z<]<l{?

In 2D, the functions ¢;;, are referred to as bubble functions, since they attain their
maximum value inside the element and vanish at all vertices and edges, resembling a “bubble”
on the surface.

Crouzeix Reaviart Finite Element

All the finite elements discussed so far have been of the Lagrange type, where the degrees of
freedom are defined through point evaluations at the vertices (or additional nodal points) of
the elements. However, other types of functionals can be used as well. For instance, instead of
using vertex evaluations, we can define the functionals using midpoint values or edge averages.

Consider Px = P;(K) and define the following functionals:
@ (v)

(I)iCR(U) = v(a-2,i-1,i4+1)s for d = 3,

v(ai-1,it1), for d = 2,

where a; 1,41 (or @,_2,;14+1 in 3D) denotes the midpoint of the edge (or face) opposite to
vertex 1.
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It can be verified that, for linear polynomials,

ﬁ/Ev(s) ds = v(m), (5.1)

where m is the midpoint of the edge (or face) E. Hence, the cell average of a linear polynomial
over an edge (or face) is equivalent to the point evaluation at its midpoint.

This property is particularly useful in problems where the continuity of the solution is
required along edges or faces, rather than at the vertices. The finite element defined by the
triplet

(Ka ]P)la E?{R)

is called the Crouzeiz—Raviart (CR) finite element, named after the French mathematicians
Michel Crouzeix and Pierre-Arnaud Raviart. Based on Eq. (5.1), Fig. 5.14 shows the placement
of nodes for the CR element in 2D and 3D.

K K

O Q
N\

Figure 5.14: Nodes for linear Crouzeix—Raviart elements in 2D and 3D.

The local basis functions for the CR element are given in terms of the barycentric

coordinates { )} as

oi=1—dN, =12 ,d+1.
These basis functions satisfy
pi(my) = oy,
where m; are the midpoints of the edges (or faces) (see Fig. 5.15 for basis function in 2D).

The existence of such local basis functions implies that ¢ is unisolvent with respect
to ]P)l-

1

Figure 5.15: Basis for linear Crouzeix-Raviart element in 2D.
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Exotic Elements

Besides Lagrange and Crouzeix—Raviart elements, we can construct other finite elements that
satisfy specific continuity or derivative conditions of interest. For example, suppose we require
not only the function values but also the directional derivatives to match at the vertices of the
elements. Such elements are known as Hermite finite elements.

In one dimension, this idea corresponds to the classical Hermite interpolant. Given two
points {z;,z;}, and the data values f(x;), f'(z;), f(z;), and f'(z;), we can construct a unique
cubic polynomial p € P3 that satisfies

plxi) = f(ws), p(wi) = f(2), play) = flxy), p'x;) = f(x5)

Thus, the Hermite interpolant in 1D matches both the function and its first derivative at the
endpoints.

This idea can be extended to two or three dimensions. In 2D, a cubic Hermite element
is based on P3, whose dimension is 10. To uniquely determine a polynomial in this space, we
must specify 10 independent degrees of freedom.

A typical choice is as follows:
e function values at the three vertices,

e the two directional derivatives (along the local coordinate directions) at each vertex,
providing 3 x 3 = 9 values,

e one additional value at the centroid (or interior point) of the triangle.

These together provide 10 degrees of freedom, sufficient to define the cubic Hermite interpolant
in two dimensions.

Figure 5.16 illustrates the placement of nodes and associated derivative degrees of free-
dom for the 2D Hermite element.

¢ Y

Figure 5.16: Nodes and derivative degrees of freedom for the cubic Hermite element in 2D.

We will not delve into the details of such higher-order or mixed-type elements here.
However, for a comprehensive overview of various classical and exotic finite elements, readers
are encouraged to consult the Periodic Table of Finite Elements5.17 an excellent resource
summarizing the properties and relationships among different element families.
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Periodic Table of the Finite Elements

Figure 5.17: Periodic Table of Finite Elements

5.2.4 Finite Element Space

Once the local functionals are defined on each element, they can be combined to form global
functionals over the entire triangulation.

Global Functional. Let N denote the total number of global nodes of the triangulation 7j,.

Based on the local functionals {® Kz}f\;’j, we define the corresponding global functionals

(@3, : {veL®Q):v|x EPxk VK €T} — R.

Here, the restriction v|x € Pk is understood in the sense that the polynomial on K is extended
continuously up to the boundary 0K.

The restriction of a global functional ®; to an element K defines a local functional in
Yk, that is,

(I)i|CS(K) :(I)K,i; izl,...,NK,
where {®f;} M5 are assumed to be unisolvent on Pg.

For each global functional ®;, we define the associated patch w; as the union of all mesh
cells K for which there exists a p € Pg satisfying ®;(p) # 0, i.e.,

W; = U K.

KeTy,
;(p)#0
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Example 5.17. Let d = 2, and suppose ®; is defined as the nodal value of a function v
at a point x € K. Then:
e If x € K (the interior of K), then w; = K.
e If x lies on an edge of K (but not at a vertex), then w; is the union of all triangles
sharing that edge.
e If x is a vertex of K, then wj; is the union of all triangles sharing that vertex.
See Fig. 5.18 for a schematic illustration of the different cases.

X0® X

Figure 5.18: Examples of patches w; for different node locations in 2D.

Finite Element Space. Now we are in a position to define what a finite element space is.

Definition 5.18 (Finite Element Space). A function v : Q — R with v|x € Pk for
all K € Ty, is said to be continuous with respect to the global functionals ®; if

@i(U|K1) = q)i('UlK;;) VK1,K2 C wj.

The corresponding finite element space is defined as

Vi = {v € L*(Q): v|k € Pk for all K € T, v is continuous w.r.t. {@z}fil}

The global basis functions {¢;}Y, of Vj, are defined by the duality condition
Di(p;) = by, 1<4,5<N.

For Lagrange linear elements, these global basis functions take the familiar “hat” shape, as
shown in Fig. 5.19.

After defining the finite element space V},, we need to ensure that its functions possess
the same regularity as the space in which our original PDE was formulated — typically H}(€2)
or HY(Q).

Theorem 5.19. If, for every K € Ty, we have Px C HY(K) and Vj, C C(Q), then
Vi, C HY(Q). Moreover, if in addition v =0 on 9 for all v € V},, then V,, C HY(Q).

Proof. Let v € Vj,. We need to show that v € H'(Q), i.e., D*v € L*(Q) for all |a| < 1.
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Figure 5.19: Global basis function ¢; for a Lagrange linear finite element in 2D (the “hat
function”).

Since Vj, C C(Q), we immediately have v € L2(Q2). It remains to show that D € L2(Q)
for all || =1, i.e., the weak derivative exists.

For each element K € Ty, set
w = D*(v|g) € L*(K),
since Px C H'(K) implies that derivatives of v|x are square-integrable.
Let ¢ € C3°(£2). Using integration by parts on each K, we have

/(wcp +vD%p) dx = Z /(Do‘v v +vD%) dx
Q

KeT, Y K

= Z/ v|g pn%ds
oK

KeTh

= Z/U|E<,0n%ds,
E

Ecé&y

where &}, is the set of all faces (edges in 2D), and n% denotes the a-component of the unit outer
normal on F.

Now, the boundary &, can be divided into two parts: faces on 92 and interior faces.
For B2 C 99, ¢ = 0 since ¢ € C5°(€2). For an interior face E shared by elements K and K’, the
continuity v € C(§2) ensures

U\EcaK = U|EcaK' and n%|K = —n%|K’-

Hence, the contributions from both sides cancel, and the right-hand side vanishes. Therefore,
w is the weak derivative of v, proving that v € H'(Q). ]

According to Theorem 5.19, continuity of v across the faces of neighboring elements is
sufficient to guarantee that V;, € H'(Q). To ensure this continuity, it is necessary that the local
polynomial spaces have enough degrees of freedom along each face.

For instance, in the case of the Lagrange linear finite element, for any face F C 0K (a
(d —1)-simplex), d points uniquely determine a function in P;(F). In 2D, two points determine
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a line. Therefore, the finite element space of piecewise linear functions can be defined as

Vi={v: Q=R : v|g € P1(K) VK € T, v continuous at interior vertices} .

If we require the homogeneous Dirichlet boundary condition, we define

Vio = {U:Q—)R s vlg € PL(K) VK €Ty,

v continuous at interior vertices, v = 0 on boundary Vertices}.

Similarly, for higher-order Lagrange elements, V;, C H!(Q) since each face E contains
sufficient nodal points to ensure continuity of the polynomial across element boundaries.

Nonconforming Elements. For the Crouzeix-Raviart (CR) element discussed earlier, the
continuity condition fails because along an edge or face, only one point determines the linear
polynomial, which does not ensure matching traces on both sides. Hence, V;, ¢ H*(Q2) but
rather Vj, C V', where V' denotes a larger, less regular space. In this case, the finite element is
called a nonconforming finite element, and its analysis and implementation differ from those
of conforming finite elements.

5.3 Implementation of FEM

One key aspect of the finite element method is its implementation. After introducing the
concept of finite elements, let us now look at their application to the Poisson equation in 2D.
The ideas can easily be extended to general elliptic operators.

We assume V), to be the space of linear Lagrange finite elements defined on triangles.
Let 7Ty, be the triangulation of ©, whose elements are denoted by K. Let K be the reference
element with vertices (0,0), (1,0), and (0,1). Let Fx denote the affine map from K to K,
defined by

Fg(x) = Bgx + bk,

where Bx € R?*? and bx € R?. Let Flgl be the inverse map from K to K.

Let (K,Pg,Xg) be the finite element on K and (K, Pk, Sx) be the finite element on
K. As seen in Section 5.1.2, the barycentric coordinates on K can be expressed using those on
KasA=M\oF 1. Similarly, any polynomial (and hence any basis function) defined on K can
be written in terms of a polynomial defined on K. Ifpe Pi is a polynomial on K, then

p=poFy' € Px.

Since we are considering Lagrange finite elements, if a; is a node on K, then its image under
FK7
a; = FK(ai),

is a node on K.
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Gradient Transformation. The bilinear form for the Poisson equation involves gradients.
Hence, before we apply the method, let us see how the gradient of a polynomial on Py relates
to that of p € Pi. We have

Vp(x) = Vp(Fk(x))
= V(po Fg) (%)

O oy _ 0D D0 0 O
81’1 N 8:2’1 8:61 82%2 81’1’

Using the chain rule, we get

and similarly,
%}A{ _ @158:2“1+ Op 0o
(91‘2 (%1 81‘2 8502 8952 ’

~AS) | O Io} 1
vito - & & ||

0z 0z 0%

Hence,

Therefore,
Vp(x) = (Bx')' Vi(%). (5.2)

5.3.1 Meshing

Solving a PDE using the finite element method is broadly divided into three major steps. The
first is the triangulation (or meshing) of the domain. There are various ways to triangulate a
domain, and in fact, the topology of triangulation itself is an active area of research within a
branch of mathematics known as Discrete Geometry.

The triangulation can be either structured (see Fig. 5.20, left) or unstructured (see
Fig. 5.20, right). In either case, the important property is that the triangulation must be
shape-regular. Certain PDEs also require specific triangulations — for example, Delaunay
triangulations. For most practical applications, it is preferable to use external triangulation
software, especially for complex geometries. A popular choice is TETGEN [17].

Figure 5.20: Structured grid (left) and unstructured grid (right).
For simple domains, such as the unit square shown in Fig. 5.20 (left), it is easy to

generate a triangulation programmatically. For a triangulation, we need to keep track of two
quantities:
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1. the coordinates of the vertices, and
2. the connectivity (cells or elements), i.e., which vertices form each triangle.

It is convenient to use a pre-existing meshing package in Python; one such lightweight
package is meshzoo. To install it, use:

pip install meshzoo

Suppose the grid has n, + 1 points in each direction. Then meshzoo returns two arrays:
e points: of size (n, + 1)2 X 2, containing the coordinates of all vertices,
e cells: of size (#triangles) x 3, containing the indices of the vertices forming each triangle.

A simple pseudocode for generating the mesh of a unit square is shown below.

def msh_unit_square(nx):

xs = np.linspace(0, 1, nx + 1) # Create an array of size nx+1
ys = np.linspace(0, 1, nx + 1)
points, cells = meshzoo.rectangle_tri(xs, ys, variant="up")

return points, cells

The keyword variant in the above code can take the values "up", "down", or "zigzag".
Figure 5.21 shows the resulting grids for each variant.

8

®2 °

Figure 5.21: Meshes generated by meshzoo using variant="up" (left), "down" (middle), and
"zigzag" (right).

Let us now look at what this code produces. For the grid in Fig. 5.21 (left), we obtain:
e points as an array of size 9 x 2, and
e cells as an array of size 8 x 3.

We number the grid points from 0 to 8, starting from the bottom left corner and moving from
left to right, then bottom to top. Thus, cells[0] returns [0, 1, 4], which corresponds to the
triangle formed by vertices 0, 1, and 4. If we call points[cells[0]], we obtain the coordinates
of these vertices, e.g., [0, 0] for vertex 0.

5.3.2 Assembly

Once we have the triangulation, the next step is to assemble the system of equations. Let
Vi, € HY(Q) be spanned by {gpi}ij\i}gfl, i.e., dim(V}) = Ng. Using the standard Galerkin finite
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element method, we obtain a system of equations of the form

Ng—1
Zaijuj:bi, fori:O,l,...,NK—l,
=0

where {u]-}jyj)_l are the unknown coefficients. Further, the non-zero entries of the stiffness

matrix A and load vector b are given by

n_cells—1 n_cells—1

aij = Z Vg - Vi dx, b = Z [ pidx.
k=0 Ky k=0 Ky,

Hence, we need to compute the local contributions on each cell and then combine them
to obtain the global matrix and vector. Let us consider the above integrals on a single cell K.

Transformation to the Reference Element. We can transform the above integrals to the
reference element K. We write ; = $; o Fi.', and from Eq. (5.2), we have

Hence,
_ —I\T 4 —-I\T& » -
/V%'V%dx = /((BK) Vgoz-) . ((BK) Vgoj> det(Bg) dx
K K
~ T ~
— / (V) Bl (BL) 'V, det(By) dx
K
~ T 1 o~
_ / (wi) (BiBx) ™ V; det(Bx) dx.
K

Similarly, we can transform the right-hand side to

/K J(x)pi(x) dx = /K F(%) ¢i(%X) det(Bg) dx.

Numerical Quadrature. To approximate these integrals over each mesh cell, we use the
Gaussian quadrature formula. Since we are dealing with polynomial basis functions, Gaussian
quadrature is particularly useful because an n-point Gaussian rule is exact for polynomials of
degree up to 2n — 1. The integral over K can be approximated as

Ng—1

[ r@acs Y (k).

q=0

where NN, is the number of quadrature points, w, are the quadrature weights, and %, are the
quadrature points. Here again we see the advantage of using a reference element: we only need
to compute {X,, w,} once for K, and then use them for all mesh cells.
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Remark 5.20. We may encounter cases where f(-) is not a polynomial, e.g., f(z) = sin(z), or
when the matrix A contains non-constant coefficients (e.g., a diffusion coefficient a(x)). In such
cases, a numerical error arises because Gaussian quadrature is exact only for polynomials. To
mitigate this, one can approximate f(z) using the finite element basis functions, i.e.,

Ni—1

f(z) ~ Z fipi(x),

and then apply a sufficiently high-order quadrature rule. However, numerical errors can still
occur if the approximation is not accurate enough. Such errors are sometimes referred to as
variational crimes.

Once the local matrices are assembled, we combine them to form the global matrix.
Each local matrix contributes values at p nodes, where p depends on the polynomial degree of
the finite element. For example, for linear elements in 2D, p = 3. When we assemble all local
matrices, the global matrix becomes larger, and the entries corresponding to shared nodes are
summed due to the continuity across elements.

To illustrate the process, consider the grid shown in Fig. 5.22, which has 8 cells and 9
nodes. For simplicity, assume the domain is [0, 2]2. Cell I is formed by the vertices {0,8,1}. The
only thing we must ensure is that all triangles have the same orientation, i.e., counterclockwise.
We use P; Lagrange finite elements for this problem. Since we are using linear elements, the
nodes are located at the vertices of each triangle.

7 6 )

Figure 5.22: Example of a grid used to solve the Poisson equation using FEM.

Now, the triangulation presented in Fig. 5.22 has 9 nodes and hence 9 unknowns in the
system of equations. We write our numerical solution

where {®;(x)}%_, are the global basis functions and {u;}_, are the nodal values. As seen
previously, the assembly of the global matrix follows from that of the local matrices. Hence,
we first assemble the matrix locally and then, using continuity along the edges, assemble it
globally.

We can notice that all the triangles are of equal area, i.e., det(Bg) = 0.5. One important
point to consider here is that the orientation of each cell is important; otherwise, the area
becomes negative.
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R Now let us consider Cell I with vertices {0,8,1}. Let Fx be the reference map from
K to Kj, where e, := (0,0) is mapped to ag, e; := (1,0) is mapped to a;, and ey := (0, 1) is
mapped to ag. Hence, in the affine map Fi, (X) = Bg,Xx + bk, we have

0 0 1
br, = e By, = [a1 —as ag—as] = 1 ol
and therefore
FaG=|
X) = .
E —& +1
Also,
10
-
B By = [0 1] '
To compute the stiffness matrix entries, using the change of variables we have
Ve, -V dx = / V¢! (B Bi,) ' Vi det(By) dk = / V! Vi, det(Bg,) dk.
K K K

On the reference triangle, the three basis functions are
o =1— 171 — @y, 1 = 1, P2 = T2.

Hence, their gradients are

Since the bilinear form is symmetric, we only need to compute the upper-triangular
entries of the local matrix, i.e., agg, a11, ass, do1, g, and ag.

Now,

agy = Vo - Vgdx = / @@; (B;TQBKI)_l @@2 det(BIﬁ) dx
K

K

AR

0
1] 0.5dx = 0.5 x 0.5 =0.25.

Similarly,
ay; = 025, agg — 0.5.

Now, let us move to the off-diagonal elements. Here we notice that

apy = / Vi1 - Vg dx = / Vel (BBra) Vs det(Br,) di
K K

= /1%[1 0] H 0.5dx = 0.
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Similarly,
aps = —025, aig = —0.25.

After the local assembly we obtain the local matrix A as

' 1 0 -1
A= 0 1 -1
-1 -0 2

Now, let us compute the right-hand side. For simplicity, we assume f to be a constant
c. Then

K

= 0.50/ $i(%) dx

b = / ¢ pi(X) det(Bg,) dx

K
0.5

6 Y

where we have used that [ ¢;(X)dx is the same for all ¢ and equals 1/6. In case f is not
constant, we follow the ideas in Remark 5.20. Hence, we get a local system of equations of the
form

A = bl

I

where u' = [uo U1 u8]T.

Now, one can perform such local assembly over each element and obtain local matrices
A* and local right-hand sides b*, for k = III,..., VIII. Let A be the 9 x 9 global stiffness
matrix corresponding to the finite element space and b be the global right-hand side. Then,
using the local assemblies, we can compute them.

Let us try to understand this by combining four elements from their local matrices into
the global matrix. For this, we consider elements I, II, ITI, and V. Let us denote their local

matrix entries by afj, where £ = [ I, III, V. Then the global matrix has the structure shown
below:

-1 1 111 111 I .
agp + +agy Qo t+ + Qg Qo4 Qpg
I I
ay; + ajg
111 111
+ Gy (a4
111
(yy
vV oV \Y%
Age Qg7 Qgg
\% \Y%
a7y arg
I \Y%
L (gg + Ggg |

For compactness, we have shown only the upper-triangular part of the matrix.
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We can observe that the entry corresponding to agg has three local contributions, as
node 0 is shared by three elements. Similarly, other matrix entries accumulate contributions
from all elements sharing the corresponding nodes.

In general, when all local matrices are assembled, the global entry agy will have « local
contributions, where « is the number of cells containing node 0. In our case, a = 6.

It is also important to mention that not all local entries afj are the same. For example,

in cell I, af, = 0.25, whereas in cell II, al, = 0.5. The same pattern of assembly applies to the
right-hand side as well.

Remark 5.21. While using the affine map from K to K, any node of K can be mapped to any
node of K. That is, if {0,1,2} are the nodes of K and {0,8,1} are the nodes of K, then 0
can be mapped to 0, 8, or 1. The only thing to remember is that the new nodes should still
preserve the counter-clockwise orientation. For example, 1 should be mapped to 8 and not 1,
because then {0, 1,8} would be oriented clockwise.

Algorithm 2 presents the local assembly of the element and Algorithm 3 presents the
global assembly.
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Algorithm 2 Local Element Matrix Assembly for Linear Triangular Element

Given: Triangle vertex coordinates X € R3*? with rows X, = (7g,%), X1 =

(1,91), X2 = (22,92)
Find: Element Area |K|, Local stiffness matrix A® € R3*3

Step 1: Compute Jacobian and Element Area
Form the Jacobian matrix:

Bx =

1 — Xy X2 —1'0]

Y1 —Y% Y2 — Yo

Compute determinant: det(Bg)
Compute element area: |K| = 1 |det(Bg)|

Step 2: Gradients on the Reference Element
Define gradients of barycentric basis functions on the reference triangle:

-1 -1
Gref = 1 0
0 1

Step 3: Map Gradients to the Physical Element
Compute inverse-transpose of the Jacobian: J~T
Compute physical gradients:

Ve = G, Bx' (each row is V)

Step 4: Form Local Stiffness Matrix
Initialize A® = 0343
for : =0 to 2 do
for j =0 to 2 do
Ali, 5] = |K| (Vs - Vipy)
end for
end for

return |K|, A¢
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Algorithm 3 Global Assembly of Linear Triangular Finite Element Matrices

Given: Set of node coordinates points = {(z;, ;) }Y,, set of triangular cells cells =
{(i1,142,13)}, constant right-hand side function f.(z,y)
Find: Global stiffness matrix A € RV*V load vector b € RY

Step 1: Initialization
Let N = number of nodes
Initialize global matrices: A = Onxn, b =0y

Step 2: Loop over all elements

for each element K in cells do
Extract vertex coordinates X = points[K| € R3*?
Compute local quantities using Algorithm 2:

|K|, A° = LocalElementMatrices(X)

Step 2.1: Assemble local stiffness matrix into global matrix
for i =0 to 2 do
for  =0to 2 do
ALK, K[JT) += Ali, ]
end for
end for

Step 2.2: Assemble load vector
for i =0 to 2 do
b[K[i] += f.-|K]|/3
end for
end for

return A, b

5.3.3 Boundary Conditions

The last step in the implementation is the treatment of boundary conditions. One can notice
that without applying boundary conditions, the global stiffness matrix is non-invertible, as the
sum of each row is zero. Hence, we must modify the system. (You may recall a similar issue in
the finite difference method for the pure Neumann problem.)

A convenient way to implement the boundary conditions is to partition the global
matrix into four blocks:
A, B

A =
BT Agc

Y

where A;, corresponds to the part associated with the inner nodes and is of size M x M (with
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M being the number of non-Dirichlet nodes). Apc corresponds to the Dirichlet portion of the
domain and is of size (N — M) x (N — M). The matrix B represents the coupling between
inner and boundary nodes. These matrices need not be square and can be rectangular.

Similarly, we partition the right-hand side vector into two parts, by, and bgc. To
impose the Dirichlet boundary conditions, we replace Agc by the identity matrix of size (N —
M) x (N — M) and set bgc to the corresponding Dirichlet values.

We then have two systems of equations:

Apnup, + Buge = by,
BTuin + ]IUBC = g

We do not need to solve the second system explicitly. Hence, the modified system can be

written as
Win bin . Ay, O Uipn by, — Bg
= or equivalently =
upc g 0 I usc g

Therefore, we only need to invert the inner matrix A;,, yielding

A, B
0 I

Ui, = A~_1 (bin — Bg) .

m

Remark 5.22. In the example presented earlier, we had only one inner node, labelled as 0.
However, in general (for instance, in meshzoo), the nodes are not necessarily ordered with
all inner nodes first, followed by boundary nodes. In such cases, we must reorder the rows
and columns of the global matrix so that inner nodes appear first, after which the boundary
condition modification can be applied.

In most FEM packages, such as FENICS [16], the numbering convention already labels
the inner nodes first and the boundary nodes afterward.

Remark 5.23. In case of higher-order elements, say P, the size of both the local and global
matrices increases. Here, the derivatives of the local basis functions are not constant, so one
needs to use numerical quadrature to evaluate the local integrals accurately.

Remark 5.24. For Neumann boundary conditions, the nodes corresponding to the Neumann
boundary are treated as inner nodes and are therefore not replaced with the identity matrix.
In general, the node labelling follows the order: inner nodes, Neumann boundary nodes, and
then Dirichlet boundary nodes.

Algorithm 4 presents the algorithm for applying the boundary conditions to a homoge-
neous Poisson problem defined on an unit square.
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Algorithm 4 Apply Homogeneous Dirichlet Boundary Conditions and Solve

Given: Global stiffness matrix A € RN load vector b € R, node coordinates

points = {(z, ¥i) i,
Find: Solution vector u € RY

Step 1: Identify boundary and interior nodes
Define boundary nodes as those lying on the unit square boundary:

boundary = {i|z; =0orz; =1lory; =0ory; =1}

Define interior nodes:
interior = {i | ¢ ¢ boundary }

Step 2: Reduce the system to interior nodes
Extract reduced stiffness matrix and load vector:

A;, = A(interior, interior), b, = b(interior)

Step 3: Solve the reduced system

Solve:
Ain Uin = bin

Step 4: Construct the global solution
Initialize global vector u = Oy
Assign interior values:

u(interior) = uy,

Boundary nodes remain zero due to homogeneous Dirichlet conditions.

return u

5.3.4 Computation of Error

The last thing we want to discuss from an implementation point of view is the computation
of error. The same ideas used in the local assembly can be applied here. We will present the
computation for the error in the L2-norm, although these ideas can easily be extended to other
norms such as the L2-norm of the gradient.
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Let u be the analytical (exact) solution of the PDE and wy, be the FEM solution. Then
Ju =l = a0~ us()P dx

= 3 [ a0 — 0P x

KeTh

= Z Ju— uh”i?(K)‘

KeT,,

Hence, we need to compute the error on each element K. Using the mapping from the reference
element, we obtain

e — Py = /K () — un ()P dx

Ng—1
/f{

ax) — u; @;(X)
i=1

where N is the number of local nodes, & = wo F is the pullback of u to the reference element,

and ¢; are the local basis functions on K.

2

det(By) dx,

The above integral can be evaluated numerically using a suitable Gaussian quadrature
rule on the reference element. This yields an accurate estimate of the L? error for the FEM
solution.
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